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The rapid advancement of artificial intelligence (AI) is transforming the media 
industry by automating processes, with applications in data analysis, automated 
writing, format transformation, content personalization, and fact-checking. 
While AI integration offers new opportunities in journalism, it also raises ethical 
concerns around data privacy, algorithmic biases, transparency, and potential job 
displacement. This study employed qualitative interviews with media professionals 
and researchers to explore their perspectives on the ethical implications of AI 
integration in newsrooms. Interview data were analyzed to identify common 
themes and specific challenges related to AI use in journalism. The findings discuss 
issues such as the tensions between technology and journalism, ethical challenges 
related to AI, the evolution of professional roles in journalism, media guidelines, 
and potential future regulations.
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1 Introduction

After more than three decades of digital journalism (Salaverría, 2019), news is going 
through a period of immense change and challenges. The communication paradigm has 
shifted from a unidirectional model to a bidirectional model, transforming the dynamics of 
media outlets, audience consumption, and consequently, business models. Legacy media, once 
the gatekeepers of information, currently fight with platforms and opinion leaders in an 
unequal battle, trying to keep their audiences and conquer new ones while fighting a trust 
crisis that is worsening due to growth in dis- and misinformation. Under these circumstances, 
newsrooms are exploring new formats and approaching new social media platforms such as 
TikTok (Vázquez-Herrero et al., 2020). Technological innovation is also underway, with the 
integration of high-technology solutions such as virtual reality (VR) or artificial intelligence 
(AI) (López-García and Vizoso, 2021; Pérez-Seijo et  al., 2020). Regarding technological 
innovation, media organizations sometimes focus on “bright, shiny things,” getting carried 
away by the hype of newness. Consequently, some voices within the journalism environment 
advocate for a “more critical reflective practice and research-informed approaches” 
(Posetti, 2018).

In this scenario, AI has emerged as a set of disruptive technologies, including machine 
learning (such as neural networks) and deep learning, as well as natural language processing 
(NLP) techniques such as speech and text recognition, analysis, and generation. These 
advancements are transforming multiple industries, including journalism. This trend has been 
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known in academia by different names as “algorithmic journalism,” 
“computational journalism” (Díaz-Campo and Chaparro-Domínguez, 
2020), “robot journalism” (Fırat, 2019), and one of the most common 
“automated journalism” (Carlson, 2015; Caswell and Dörr, 2018; 
Graefe, 2016). AI in the form of spellcheck or photoediting tools has 
been present in the media for decades. In news automation, one of the 
first cases was Quakebot, a system that automated quake-related news 
for The Los Angeles Times using data from the United  States 
Geological Survey (Ufarte Ruiz and Manfredi Sánchez, 2019). 
However, back then, AI integration in newsrooms was not a general 
trend, and generative AI was not present.

After the arrival of ChatGPT in November 2022, AI, especially 
generative AI tools, has entered a steep hype curve. This tool 
revolutionized how society saw and used AI, democratizing access to 
these technologies. Several sectors, including journalism, started to 
experiment with ChatGPT and other generative AI tools, noticing, 
however, that they have still important limitations (Pavlik, 2023; 
Gutiérrez-Caneda et al., 2023). Nevertheless, AI generative tools carry 
the potential to completely revolutionize different knowledge areas 
because, as Helberger and Diakopoulos (2023, p.  2) explained, 
“generative AI systems are not built for a specific context or conditions 
of use, and their openness and ease of control allow for unprecedented 
scale of use”.

Currently, AI is being integrated into newsrooms on a bigger 
scale, offering new possibilities in different parts of the news 
production process and improving efficiency and productivity. Some 
of the more common uses are data analytics, automated writing of 
simple news, and content personalization. AI also plays a key role in 
addressing information disorders and supporting fact-checking 
initiatives. These technologies are a double-edged sword, facilitating 
the creation of massive content, including misleading and fake 
information, but it is also an essential tool when it comes to debunking 
fake news (Gonçalves et al., 2024; Gutiérrez-Caneda and Vázquez-
Herrero, 2024). This progressive automation of news has brought 
changes in professional routines, journalist profiles, and final products 
and some concerns, with ethical questions among them. AI 
integration, especially when talking about generative AI, poses 
questions related to algorithmic and data bias, transparency of the 
used models, data privacy, human supervision, or even possible job 
losses, among others (Al-Zoubi et al., 2024; Cools and Koliska, 2024; 
Hermann, 2022; Forja-Pena et al., 2024). Even though AI journalism 
is starting to be mainstream, there are only a few cases where the 
media disregarded all journalists and implemented an AI-only system, 
receiving the name “synthetic media” (Ufarte-Ruiz et al., 2023).

In this scenario, media outlets, journalists’ organizations, and 
researchers have been creating and publishing different guidelines in 
a transparency exercise and/or offering some guidance to journalists 
and media (de-Lima-Santos et al., 2024). Public broadcasters such as 
the BBC or RTVE and other media outlets, like The Guardian, have 
created guidelines for their journalists but also as a transparency 
exercise with their audience (BBC, 2024; Corral, 2024; Viner and 
Bateson, 2024). On the other hand, different organizations, such as 
research laboratories and other organizations, have created more 
general documents to provide some guidance and recommendations 
for journalists and media. For example, press councils, such as the 
Council for Mass Media in Finland or the Catalan Press Council, have 
published their own sets of recommendations (Presscouncils.eu, 2020; 
Ventura-Pocino, 2021). Between research laboratories and scientific 

groups, JournalismAI, an initiative from the Polis group, at the 
London School of Economics, offers in collaboration with Google 
News Initiative, an AI Journalism Starter pack, “a guide designed to 
help news organizations learn about the opportunities offered by 
artificial intelligence to support their journalism” (JournalismAI, 
2024). In Spain, the initiative Prodigioso Volcán has also published an 
updated guide for journalists regarding AI. Another key document is 
the Paris Charter on AI and Journalism, developed by a commission 
initiated by Reporters Without Borders (Reportiers Sans Frontières, 
2023). Its purpose is to safeguard journalistic principles and values in 
the era of AI. This phenomenon has also attracted the attention of 
scientists, and these guidelines have been analyzed by academia 
(de-Lima-Santos et al., 2024). A guide has even been developed to 
create the perfect AI guideline (Cools and Diakopoulos, 2023).

This interest in AI journalism is not new. Academia has been 
researching AI journalism, studying its applications and challenges 
from different perspectives and using different methods for years, first 
with a more generic approach, and more recently focusing on 
generative AI (Apablaza-Campos et al., 2024; Lao and You, 2024; Van 
Dalen, 2024). The academic output in this field is already large enough 
that literature reviews have been carried out in recent years (García-
Orosa et al., 2023; Ioscote et al., 2024). The uses of AI in journalism 
and its possible consequences have been analyzed through various 
research studies involving disinformation and fact-checking, the 
problem of generative AI, and transformations of business models, 
among other topics (Ioscote et al., 2024). The ethical debates raised by 
AI integration in newsrooms are also a field explored by academia 
(Ashok et al., 2022; Hermann, 2022; Krausová and Moravec, 2022; Shi 
and Sun, 2024).

Within this framework, the present research addresses the ethical 
question through a qualitative method, analyzing the insights of 
professionals and researchers in the field with the aim of providing 
some light on the biggest challenges and possible solutions, the 
evolving role of journalists, and how AI is shaping the future 
of media.

2 Materials and methods

The proposed methodological approach for this study involves 
conducting in-depth interviews with media professionals and 
researchers in the field (Gaitán Moya and Piñuel Raigada, 1998). The 
choice of conducting these interviews to address ethics and journalistic 
vulnerabilities is justified for several reasons. First, this qualitative 
approach allows for a deep understanding of the experiences and 
perceptions of those directly working in the field, providing a rich and 
contextualized perspective. Direct interaction with professionals and 
experts provides the opportunity to explore specific ethical nuances 
and practical challenges arising from the use of artificial intelligence 
in journalism. Interviews enable access to insights unavailable using 
other methods (Soler, 2011) and allow the capture of diverse voices 
and opinions, enriching the understanding of ethical impacts from 
different professional perspectives and contexts. Furthermore, by 
focusing on dialogues with those directly involved in the 
implementation of artificial intelligence technologies in newsrooms, 
emerging trends, common challenges, and potential practical 
solutions can be  identified. This method not only offers real-time 
insight into the intersection of ethics and technology in journalism 
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but also contributes to building a more robust ethical framework for 
the ongoing evolution of the field in this digital context.

These in-depth interviews were semi-structured as done in similar 
research (Cools and Koliska, 2024; Cools and Diakopoulos, 2024). 
Therefore, for this method, a questionnaire script was made and then 
adjusted during the interviews. The questions were designed to 
anticipate how the implementation of AI could positively and 
negatively affect journalistic practices, considering whether 
deontological and ethical codes are in line with this new scenario. 
Additionally, they addressed the role of AI guidelines created by media 
organizations and the next steps in the AI implementation journey. 
The questionnaire can be  viewed in Appendix. Interviews were 
conducted via Microsoft Teams or in person and recorded with the 
consent of interviewees.

The chosen news outlets for this research have already integrated 
AI into their newsrooms and have experienced its advantages and 
inconveniences. They were selected not only for their work in this area 
but also to represent diverse models of media. On the other hand, 
academic interviewees have been chosen because of their recent study 
and repercussions in the automated journalism field. A total number 
of 10 interviews were conducted between March and May 2024. 
Table 1 shows the selected interviewees.

3 Results

3.1 Integrating AI in newsrooms

During the interviews, professionals and academics showed diverse 
opinions and concerns regarding the integration of AI in newsrooms. 
Tensions between technology and journalism, ethical challenges 
regarding AI, the evolution of professional roles in journalism, media 
guidelines, and possible further regulations were discussed in these 
conversations. In addition, some of the interviewees mentioned their 
worries about how media outlets cover AI-related topics.

AI integration in newsrooms, as it occurs with other innovations in 
different spaces, can cause a stressful situation among different 

departments or professionals. During the interviews, tensions between 
technology and journalism were addressed in different ways by the 
respondents. Interviewees talked about misunderstandings between 
different parts of the team, the need for a “translational person,” and the 
necessity of journalists knowing a little bit about AI. When integrating 
AI, media buy solutions from third parties and use them just as they are 
or adapt them, but there are also some cases where media outlets 
develop their own tools. When it comes to adapting these tools or 
creating new ones from scratch, multidisciplinary teams are needed. 
Interviewees relate to this situation and the tensions it provokes and 
explain that it is caused by misunderstandings between professionals 
from different fields or backgrounds. The figure of a “translational 
person” who can help with communications between both parties can 
be essential in these cases. “I’ve seen really good product development 
teams that have like an embedded journalist through their whole 
process who maybe has a little bit of background in technology or like 
coding and programming skills, and that can be super useful because 
they can translate between the two communities,” said one of the 
interviewees. To address this problem, interviewees also mentioned that 
journalists need to know more about how AI works. “In order for me to 
be able to drive a car, I don’t have to know about mechanics, but I do 
have to know the most basic things about mechanics to know if the car 
is running well, if the car is running badly and if I  am  driving it 
properly”, affirmed one of the respondents. As seen, AI integration in 
newsrooms causes changes in professional profiles and required skills. 
Related to this, one of the interviewees also mentioned a new role: the 
“journalist developer.” Similar to a translational person, this role acts as 
a link between journalism and technology and is played by a professional 
who not only understands both jobs but also can do both jobs, at least 
to a certain level. Generative AI has also been helpful in this area, 
making coding easier and more accessible for non-expert professionals.

3.2 Evolution of professional roles

In these conversations with professionals and researchers, the 
evolving role of journalists and the future of media outlets were also 

TABLE 1 Interviewees profiles.

Name Profile Institution/media 
outlet

Country Date of the 
interview

1 Beckett, Charlie Academic The Journalism AI Project 

(Polis, LSE)

UK 23/04/2024

2 Blanco, Sonia Academic Universidad de Málaga Spain 29/04/2024

3 Caswell, David Professional StoryFlow UK 07/05/2024

4 Cools, Hannes Academic AI, media and democracy lab 

(University of Amsterdam)

Netherlands 24/04/2024

5 Corral, David Professional RTVE Spain 29/05/2024

6 Jones, Bronwyn Academic The University of Edinburgh UK

7 Lambrechts, Lasse Professional Bergens Tidende Norway 27/05/2024

8 Larraz, Irene Professional Newtral Spain 10/04/2024

9 Sanguinetti, Pablo Professional/Academic Freelance/IE (Ex Google News 

Initiative)

Spain 26/04/2024

10 Ytreberg, Rune Professional Mediehuset iTromsø Norway 10/05/2024
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discussed. One interviewee mentioned, “It seems that artificial 
intelligence is the thing that is going to end the media, isn’t it? And in 
the end, (…) the media crisis has been going on for a long time”.

In general, interviewees do not see AI replacing journalists as a 
general trend in the future, at least not in the near one. “I think there 
will be journalists who will monitor the work that artificial intelligence 
does, but I don’t think an AI can do an interview” stated one of them, 
“That intuition that comes from the experience that comes from years 
of experience, I don’t think that can ever be replicated by a machine”. 
However, this interviewee has also stated that this is their opinion at 
present, in 2024, and that they cannot assure this is not going to 
change. Another interviewee affirmed that “people liked to get their 
news from a personal source. Could be a journalist or an influencer 
or a friend or a celebrity, doesn’t matter, but the idea that somebody is 
telling me the news”.

In reference to the media ecosystem, inequity between different 
outlets is also a concern. “Small media that cannot access such tools 
(referring to AI tools created or adapted to the media outlet) logically 
have to be much more cautious”, affirmed one of the interviewees in 
relation to the problems that can appear related to the use of external 
tools (data privacy, algorithm biases, etc.) and that can be  more 
controlled in tools developed by the media outlet itself.

3.3 Ethical considerations

When asked about the major ethical challenges arising from AI 
integration in newsrooms, interviewees offered different answers. The 
mentioned issues were the purpose behind AI integration and really 
knowing and understanding these technologies, data privacy, 
technology, and algorithmic dependence, the role of big tech 
companies (related to what media must know before using their tools 
and the dependence that can appear), job loss, algorithm biases, and 
the way media communicate about AI. One of the interviewees 
categorizes the different concerns in two categories: ethical concerns 
related to the technology itself (i.e., algorithm bias and technology 
dependence) and ethical concerns more related to news making 
(possible misuse of the technology: disinformation, commercialization, 
sensationalism, and clickbait).

Before anything else, stated one interviewee, choosing to use AI 
and how this decision is made is also an ethical question. “Deciding 
whether or not to work with artificial intelligence is a decision that 
should be  based as professionals on a criterion of knowledge or 
experience of something,” they affirmed. This choice must be made 
with knowledge about AI and with an ethical and responsible 
perspective. Choosing to use this set of technologies cannot 
be justified by mercantilist reasons such as reducing the number of 
employees or creating more powerful click baits.

Understanding AI is another issue that has been mentioned. 
Although the term “artificial intelligence” is currently well known in 
society, this does not mean that people truly understand what it 
entails. Moreover, this also applies to journalists and newsrooms. “I 
think the biggest challenge (….) is to really understand what artificial 
intelligence is. And that means at a more technical level how it works, 
what it actually does and therefore also understanding what its limits 
are, what its dangers are and at a high level what it is”, affirmed one 
interviewee. This professional and researcher also notes that, in 
general, we do not have a proper understanding of AI. He emphasizes 

that we are approaching the end of the hype cycle, and we will likely 
face disappointment because we  expect AI to accomplish things 
beyond its capabilities. This concern about how journalists’ 
understanding of AI is closely related to how the media represents this 
technology. Newsrooms have an important role in building social 
imaginaries, and due to this, they have major responsibility regarding 
this issue: “This is the biggest challenge, to explain it better and to 
explain it better, certainly to understand it first”, explains this 
interviewee. The main problem related to AI representation in the 
media is anthropomorphism, which contributes to the perception that 
AI is actually intelligent. This concern was brought up only by one 
interviewee: “I think that it is not understood that this (AI) is software, 
that this is statistics. (….) At the level of representation, it is not being 
understood that we are talking about software and not about a living 
entity, a person, a thing with its own will, with decision capacity, with 
intelligence…. No, we are not seeing it well,” explained.

The role of big tech companies is also a concern for professionals 
and researchers. The enterprises that provide AI solutions for media 
outlets play an important role when it comes to ethics. They need to 
be more transparent about the tool development, about the data sets 
they used to train the models, and regarding “what are they doing with 
the data journalists introduce in the AI”. Data sets are the ones making 
a model respond the way it does. They are crucial. If a data set is 
corrupted or biased, the resulting model will also be affected. Here 
enters also a data privacy issue: when journalists insert a prompt in an 
AI tool, what is the AI doing with these data? Is it saved in the tool? Is 
it erased? “You have to think about what are you sending to the AI. So 
can I send a person’s name that I’ve interviewed to some training data 
at OpenAI or Google? I don’t know”, expressed one of the interviewed 
professionals. These are important concerns that journalists need to 
be aware of. “The idea of media forcing tech companies is not very 
possible. It needs a kind of social-political solution”, affirmed 
one interviewee.

Losing jobs is another concern mentioned by the interviewees. As 
AI is integrated into newsrooms, interviewees see that some jobs are 
going to be  lost. However, they also considered new ones will 
be  created. In the best scenario, AI will be  integrated into the 
newsrooms automating some processes and saving journalists time, 
who then could use this time for more complex tasks: “It will help the 
journalists to be more efficient and, in fact, also improve a lot of their 
research because they can discover important news that we were not 
able to discover ourselves before because it would take so many 
journalists, a lot of workforce to dig through all that information”, 
stated one interviewee. However, a concern that arises is the aim 
behind AI integration in newsrooms. One interviewee mentioned the 
need of “editorial responsibility” within media organizations to 
prevent job losses. In this case, the ethical responsibility lies with the 
editorial team (editors, supervisors, etc.) who decide how and why AI 
will be used, rather than with the individual journalist.

One of the professionals mentioned their worries related to 
algorithm biases; however, they noted that this was an already solved 
problem in their case. “The algorithm may have inherited any biases 
we may have had or passed on when annotating. How did we mitigate 
this? By having several journalists making the same annotations and 
then cross-checking the annotations of the various journalists”, 
they explained.

Talking more specifically about which ethical aspects need to 
be considered when integrating AI, interviewees showed different 
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opinions. Some of them have a more general approach, considering 
AI as just another tool. Therefore, according to this approach, 
journalism ethical codes must be followed like in any other case. 
Other interviewees have a more specific approach, considering that 
there are some ethical aspects that are especially important to 
monitor when integrating AI tools. In the “general approach” group, 
one of the interviewees mentioned that ethical questions are in 
every journalistic area and posed the question of why we have this 
debate regarding AI but not in other journalistic practices, 
suggesting that the public demands more from automated 
journalism than from traditional journalism in terms of 
ethical considerations.

One of the interviewees from the second group mentioned the 
importance of considering practical issues related to the AI tools on 
one hand, and that humans are all prone to “laziness” and this can lead 
to dependence on technology, on the other. Regarding these “practical 
issues,” interviewees raised several questions that journalists should 
consider, such as whether the tools they are using are open access, how 
the tech enterprise will handle the data journalists provide through AI 
prompts, and the potential for bias, among other concerns. One 
interviewed professional mentioned the importance of choosing 
adequate tools, considering “adequate” those that “guarantee privacy 
are and the absence of polarization, support democracy, they cancel 
out hate speech, racism, any kind of racial, sexual or linguistic bias 
(….). We should use technologies to unite, not to divide”. It is also 
important to mention other interviewees who showed a kind of 
in-between position, considering that “codes need to be adjusted to 
this new situation because of AI but the journalism ethics behind 
everything are the same”.

Journalists’ involvement in AI tool development is seen by 
interviewees as something positive but not always possible due to not 
having enough resources. In these cases, media outlets relegate AI 
solutions to third parties. “If you automate something and it comes 
from an external company, you don’t know what ethical criteria, in 
general, that tool is going to have, that is to say, they are not going to 
give you an instruction manual, (….) you are in their hands,” stated 
one of the interviewees. As said before, this dependence on third-party 
solutions leads to a dependence on big tech companies. Due to the 
volume of the media market, smaller than industries such as 
pharmaceutical, media outlets often lack the strength to demand more 
transparency or more power over the models they purchase. In any 
case, journalists’ vision is seen as something vital to preserve ethical 
values in journalism when integrating AI solutions. “It has to be an 
editor which is in charge of using the AI and develop the tools using 
AI”, [SIC] affirmed one interviewee.

“Laziness” or the lack of supervision by journalists is something 
mentioned also by other interviewees: even if journalists know they 
must check and verify the outputs of an AI tool, sometimes, they do 
not do it. This situation can provoke two problems: one, the 
dependence on technology, and two, mistakes can occur leading to 
false information getting published. Dependence on AI makes 
journalists rely on digital devices and systems for daily functioning 
and productivity, often leading to reduced self-sufficiency and 
increased vulnerability to technological disruptions. “AI can 
hallucinate so it’s really important that journalists understand that 
they have to treat this source as any other source”, said one interviewee, 
“they have to check, they have to verify the information coming from 
this source”. One of the interviewees mentioned another danger 

related to this technology dependence: “the algorithm can be sort of 
an echo chamber”.

3.4 Guidelines and further regulation

Interviews showed a positive view of the new AI guidelines media 
outlets and other organizations are creating but with different 
reasonings behind this attitude. For example, one of the interviewees 
declared not being “a big fan of charters and codes and things because 
I  think that journalism is a very contextual situation and that the 
ethical problems always happen on the border of things, in the kind 
of grey zone” and that, despite of this, in this case, they affirmed that 
“it’s quite helpful because the process of drawing up guidelines around 
the use of AI means that people have to find out about AI”. In addition, 
related to guidelines, another interviewee considered they are 
important because they are allowing media to be transparent about 
how they use AI.

Regulation is a complex issue, especially regarding AI and 
journalism. In terms of the need for additional AI regulations, 
interviewees showed very diverse responses: some advocated for more 
regulation, while others opposed it. Among those advocating for more 
regulation, one interviewee strongly emphasized the need for a lot of 
regulation and they pointed out three key aspects related to this: 
government regulation, self-regulation by big tech companies, and 
audience education. However, they specify a lack of trust in self-
regulation in big tech companies.

Conversations about further regulations also bring the European 
Union AI Act to the table. “AI act is interesting, but I don’t know how 
much impact it is going to have”, affirmed one of the interviewees. 
Interviewees against further regulation maintain that there are better 
options to guarantee ethical AI journalism such as journalists training 
or self-regulation. “I don’t think we need more regulation, but I think 
it’s very important that every media company trains their journalists 
to understand what AI is, how do we use it, how do we not use it”, 
affirmed one interviewee.

4 Discussion

4.1 Principal ethical concerns among 
researchers and professionals

AI is impacting journalism and the media at a critical time of low 
trust, increasing news avoidance, and declining interest in news. The 
move away from the conception of journalism as an essentially human 
field (Peña-Fernández et al., 2023) threatens its future and awakens an 
aura of skepticism toward digital news.

In addition to these challenges, AI integration poses some ethical 
concerns that, while related to traditional journalistic ethical codes, 
must be addressed to adapt to this new landscape (Al-Zoubi et al., 
2024; Forja-Pena et al., 2024). These ethical issues have already been 
studied extensively not only by academia, highlighting the need for 
continued research and dialogue to address this evolving landscape, 
but also by media outlets and other organizations, that have been 
creating related reports and documents (Beckett, 2019; Beckett, 2023).

The ethical concerns related to AI are varied. Some of them are 
more linked to the nature of the technology itself such as algorithmic 
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biases or technology dependence, while others are more related to 
consequences of newsroom dynamics as job losses. However, all these 
concerns share a principal common element: the assurance of 
adherence to the ethical codes inherent to journalism when integrating 
AI tools into the newsrooms. Ethical challenges in AI journalism 
include the need for transparency and accountability from media 
outlets and tech companies, the possibility of job losses, AI 
hallucinations, data privacy, technology dependence, algorithmic 
biases, and the lack of transparency of models.

Job losses. The possibility of journalists and other news 
professionals losing their jobs continues to be a concern in discussions 
about AI integration (Murcia-Verdú and Ufarte-Ruiz, 2019; Díaz Noci 
et al., 2024). These concerns are not only related to the concept of 
media outlets completely replacing journalists, as synthetic media 
cases (Ufarte-Ruiz et  al., 2023) but also involve partial job losses. 
Certain roles, particularly those involving mechanical and repetitive 
tasks, are more likely to be  replaced by AI tools. Editorial and 
enterprise responsibility emerge as possible solutions: AI only should 
be integrated to facilitate the work of journalists, as any other tool, not 
to replace them.

Hallucination and human supervision. Generative AI can provide 
fake or misleading information in a way that can seem trustworthy 
(Jones, 2023). Therefore, AI-generated content must be supervised all 
the time. No AI generative content should be  published without 
supervision. AI tools can hallucinate so the correct approach would 
be to check everything produced by the software before publishing it. 
The problem here is that humans do not seem to be good supervisors, 
as the results of this paper show, and when they do this job, they can 
become “lazy” and not so accurate, according to the results of 
this research.

Data privacy. Journalists need to be aware of how AI tools are 
going to use the data they provide through prompts and, to make this 
possible, big tech companies should be transparent about their models 
and their data management.

Technology dependence. The use of AI can lead journalists to 
become more reliant on specific tools, which may result in a limited 
skill set. Relying on the same technology can lead to certain biases 
(i.e., as always choosing the same kind of news).

Algorithmic “bias.” Algorithms are created by humans and 
humans are inherently biased. Therefore, algorithms can have “bias” 
as human journalists are biased to some degree (Beckett, 2019). The 
problem is not only the “bias” itself, which can be corrected at some 
level but also how media will manage it to diminish it. When using 
always the same tool, if it is biased, this bias will be repeated infinitely. 
The danger of maintaining or creating biases in AI tools should 
be properly assessed. When using tools from third parties, the media 
must ask for all the information, and tech companies should be able 
to provide it.

Copyright and plagiarism. AI models use other content to 
be  trained and to work. The challenge here is to ensure they will 
respect copyright and that journalists’ work will not be plagiarized 
(Díaz Noci et al., 2024; Forja-Pena et al., 2024; Israel and Amer, 2022). 
However, it is difficult to put a limit: if an AI tool was trained with 
news from a journalist and the tool rewrites it and publishes it, is it 
plagiarism? And how can it be prevented?

Algorithmic authorship and accountability. Concerning copyright 
and plagiarism, AI authorship emerges as another challenge: who is 
responsible for the content created by an algorithm? Is it really the 
author? (Israel and Amer, 2022). Human supervision seems to be the 

requirement here: AI-generated content cannot be published without 
supervision, and the supervisor (human) would be responsible for the 
published content.

Lack of transparency. Being transparent about how a newsroom 
is using AI is key to keeping the public trust. It also helps to avoid 
misleading situations (i.e., believing an image is real when it is 
AI-generated). Academia has also researched whether media outlets 
are being transparent about how they use AI (Cools and Koliska, 2024).

These are the major challenges, from a newsroom perspective 
when it comes to integrating AI in their work routines. However, there 
are two related concerns that need to be addressed and that show 
possible future lines of research:

How media is shaping AI perception. Media outlets are 
contributing to building AI images. The stories news is telling about 
these technologies play a vital role in how the audience perceives AI 
and it is not always as accurate as it should be, for example, humanizing 
AI tools and treating them as living beings. An ethical approach would 
be needed here to provide some guidelines that help media inform 
about AI without being sensationalists or alarmists, for example 
(Sanguinetti, 2023).

How AI is shaping public opinion. Due to content personalization, 
users tend to consume always the same kind of content, falling on 
what is known by cognitive psychologists as “confirmation bias” 
(Beckett, 2019): they only consume content that reinforces their 
previous opinions.

4.2 What to consider when integrating AI in 
a newsroom

Integrating AI in a newsroom is always a distressful situation, as 
when any other new technology or innovation is integrated. However, 
due to the characteristics of AI tools, some key aspects should 
be  considered from an ethical perspective: (1) consider whether 
integrating AI is an ethical and journalistic decision (i.e., AI tools are 
not going to be used to create misinformation or to pursue clickbait); 
(2) considering practical issues regarding AI (i.e., which tools are 
going to be used (external or internal), how are they managing the 
data, etc.); and (3) ensure that journalists have a foundational 
understanding of how AI tools work, which includes key aspects such 
as how to build prompts, the sources of data used by AI models, the 
potential for biases and hallucinations, and best practices for handling 
data to protect users privacy.

4.3 Guidelines and regulations

Journalism tends to operate in a gray zone; therefore, it can 
be difficult to regulate it. Outsider editorial regulation is not seen as 
the best solution due to inherent characteristics of journalism: a hard 
and specific regulation can make the work of journalists difficult and 
a soft regulation is not going to be of use. In this situation, “further 
self-regulation and the elaboration of ethical principles and guidelines 
within newsrooms” (Porlezza, 2023) can be  a better option. AI 
guidelines are perceived as a positive action because they allow media 
outlets to reflect on ethical codes and how AI is going to fit in with 
them. Furthermore, AI media guidelines are also useful for the public 
and contribute to ethical AI use in media: they offer transparency on 
how a newsroom is using AI, providing the audience the information 
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they need in order to properly judge the content they are consuming 
and also help build trust.

4.4 Collaboration as the key for a better 
journalism

Media outlets, especially small ones, do not have enough funding to 
afford their own AI solutions, and depending on third parties is not 
always the best solution. Collaboration between different newsrooms can 
facilitate the sharing of AI tools specifically created for journalism. In 
addition, working together, media outlets can put more pressure on big 
tech companies to demand more transparency about how they manage 
data or how they train their models, i.e., fact-checking initiatives have 
been collaborating in this sense, sharing experiences and sometimes even 
tools (Gutiérrez-Caneda and Vázquez-Herrero, 2024).

4.5 Looking at the future: AI will not kill 
journalists

The integration of AI in newsrooms is inevitable at a general 
level. However, this integration can manifest in various ways. At the 
time of writing this paper, a scenario where media organizations 
operate without journalists as a general trend is not considered 
feasible (Beckett, 2019). There are some media outlets managed solely 
by AI (synthetic media), and their number is likely to increase, but 
this is not expected to become the predominant pattern. These 
technologies are anticipated to be utilized as tools in newsrooms, 
primarily under human supervision. However, if this does not imply 
the complete elimination of jobs; AI automation will render certain 
roles redundant.

AI is not going to substitute journalists completely. Some 
enterprises will create some kind of media without journalists, but the 
revenue of these initiatives is not of good quality and cannot 
be compared, at the moment, with the content provided by “real” 
media. On the contrary, there will be media that will make its value 
proposal high-quality human-made journalism.

The integration of artificial intelligence offers new opportunities 
for journalism and, by reducing the costs of some tasks, it can 
be convenient for small newsrooms. However, this technology can 
also cause inequity due different reasons. On one hand, big media 
outlets will be able to create or co-create their own tools, not being 
dependent (or at least not as much) on big tech companies. On the 
other hand, smaller media outlets, with less funding, may be obliged 
to rely on less reliable options and will have fewer resources for 
training their workers. This situation can exacerbate the ethical 
challenges mentioned in this paper such as job losses, data privacy 
problems, or the lack of deep knowledge in AI.

4.6 Limitations and future research lines

Some limitations need to be considered, such as the number of 
interviewees and the limited number of countries implied in this 
research. The results could not be extrapolated to different media 
scenarios. In future lines, a second set of interviews, with respondents 
from another continent other than Europe, could help to complete the 
picture. Furthermore, conducting a Delphi panel would be useful to 

define and refine the challenges and possible solutions associated with 
integrating AI into newsrooms.
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Appendix

Interview model

Integrating AI in the newsrooms

 1. Which are the tensions between technology and journalism practice regarding AI?
 2. Are there any tensions between different departments/strategies within the organizations related to AI integration? Which ones?

Professional roles

 1. Is it necessary to involve journalists in the development of AI solutions to ensure that the core values of journalism are included? How 
should they be involved in this process?

 2. In light of advancing AI technologies, how do you foresee the evolving role of journalists in newsrooms where AI plays an increasingly 
prominent role? Do you believe there will be a point in the future where AI could autonomously handle the entire news production 
process, potentially leading to media outlets operating without human involvement on a regular basis? If so, how do you envision 
journalists adapting to this paradigm shift?

Ethical considerations

 1. Considering the ethical considerations inherent in journalism, do you believe that as human involvement in the process diminishes, the 
values of integrity, accuracy, and accountability may also decline in AI-driven media?

 2. What are the biggest challenges of AI integration in newsrooms from an ethical perspective?
 3. What ethical aspects should be considered when integrating AI tools into journalistic routines?
 4. Have you ever experienced some of these challenges or any other related to the use of AI working as a journalist? Which ones? Can 

you explain them?

Guidelines and further regulation

 1. Almost all media outlets, but also press councils and journalists’ associations are developing specific ethical guides for the use of AI in 
the production of journalistic content. Do you think these guides are necessary to ensure integrity and ethics in the journalistic profession? 
Are they enough or is it necessary to have another kind of regulation?

 2. If these guides are not enough, what measures or policies do you think should be implemented to promote greater transparency and 
accountability in the use of AI in the media from an ethical perspective? Who should take the initiative together with journalistic 
organizations?
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