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You better listen to yourself:
studying metacognitive
e�ciency in emotion recognition
by voice

Rachel-Tzofia Sinvani* and Haya Fogel-Grinvald

School of Occupational Therapy, Faculty of Medicine, Hebrew University of Jerusalem, Jerusalem,

Israel

Purpose: Metacognition, or the ability to monitor the performance of oneself,

is known for its fundamental importance for human behavior adjustments.

However, studies of metacognition in social behaviors focused on emotion

recognition are relatively scarce. In the current study, we aimed to examine

the e�ectiveness of metacognition, measured by self-rated confidence in voice

emotion recognition tasks within healthy individuals.

Methods: We collected 180 audio-recorded lexical sentences portraying

discrete emotions: anger, happiness, sadness, fear, surprise, and neutrality

expressions. Upon listening to voice stimuli, participants (N = 100; 50 females,

50 males) completed the perception task of recognition of emotion. After each

trial, a confidence rating (CR) was assigned.

Results: A series of one-tailed t-tests showed that the di�erences in mean CRs

assigned to correct and incorrect performances were significant for all emotions

and neutral expression.

Conclusions: Our preliminary results demonstrate e�ciency in metacognition

of emotion recognition by voice. Theoretically, our results support the

di�erence between accuracy in metacognition, measured by CR, and e�ciency

in metacognition, as it specified the CR between correct and incorrect

performance. To gain better insights into practical issues, further studies are

needed to examine whether and what are the di�erences between accuracy and

e�ciency in metacognition, as part of social communication.

KEYWORDS

social interaction, language, voice communication, speech perception, self-confidence,

prosody, metacognitive e�ciency, metacognition

Introduction

Metacognition refers to the capacity to reflect on, monitor, and control cognitive

processes, such as decision-making, memory, and perception (Flavell, 1979). Efficient

metacognition commonly represents better self-assessment for one ability. While

measuring metacognition ability may be achieved by assigning self-report confidence

rating in a given task, efficiency in metacognition is commonly achieved by studying

the difference in CR between correct and incorrect performance (Polyanskaya, 2023).

Frontiers inCommunication 01 frontiersin.org

https://www.frontiersin.org/journals/communication
https://www.frontiersin.org/journals/communication#editorial-board
https://www.frontiersin.org/journals/communication#editorial-board
https://www.frontiersin.org/journals/communication#editorial-board
https://www.frontiersin.org/journals/communication#editorial-board
https://doi.org/10.3389/fcomm.2024.1366597
http://crossmark.crossref.org/dialog/?doi=10.3389/fcomm.2024.1366597&domain=pdf&date_stamp=2024-03-12
mailto:rachel-tzofia.sinvani@mail.huji.ac.il
https://doi.org/10.3389/fcomm.2024.1366597
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fcomm.2024.1366597/full
https://www.frontiersin.org/journals/communication
https://www.frontiersin.org


Sinvani and Fogel-Grinvald 10.3389/fcomm.2024.1366597

Over decades, researchers have been motivated to learn the

extensive role metacognition plays in executing adaptive human

behaviors, mainly focusing on education and learning aspects

(Baer and Kidd, 2022), with relatively less interest in emotional

perception (Laukka et al., 2021; Rahnev, 2023). However,

studying efficiency in metacognition is still scarce. Given the

fundamental role metacognition took in emotion perception as

a perceptional process, a better understanding of measuring

efficiency in metacognition of emotion recognition is much

needed. To fill this gap in the literature, in this preliminary

study we aimed to investigate metacognitive efficiency in emotion

recognition focusing on voice communication, across different

emotions category.

Metacognitive e�ciency

Efficient metacognition generally reflects a better introspection

of cognitive process. Specifically, effective metacognition is

suggested to promote effectiveness in noticing relevant cues and

to seek additional information when necessary (Drigas and Mitsea,

2020; Brus et al., 2021). Therefore, metacognition is considered

foundational to flexible and adaptive behavior in a range of settings

(Baer and Kidd, 2022; Katyal and Fleming, 2024). Furthermore,

promoting efficient metacognition by guided intervention had a

positive impact on discrimination, working memory, and spatial

tasks (Carpenter et al., 2019; McWilliams et al., 2023). A widely

used method to study metacognition is to have observers do

a challenging task followed by an explicit confidence judgment

regarding their task performance (McWilliams et al., 2023). This

retrospective CR is further used as a measure of monitoring

effectiveness, when a larger difference in CRs assigned to correct

and incorrect performances reflects the ability to estimate the

likelihood of the observer making an error (Rahnev, 2021;

Polyanskaya, 2023). Based on CR measurement, metacognitive

efficiency is sometimes considered domain-specific, meaning that

one’s ability to effectively evaluate their correctness in performance

is specific to the object under scrutiny. Hence, individuals can

also have high awareness of their performance in one cognitive

domain while having limited awareness of their performance in

another (Rouault et al., 2018). As such, CRs for correct performance

were lower in the perceptual task (i.e., visuospatial task) than in

the memory task (Pennington et al., 2021). However, less studies

posited a domain-general metacognitive competence based on

audio, visual and audio visual modalities (Ais et al., 2016; Carpenter

et al., 2019). Together, inconsistency in findings highlights the

importance of independent metacognitive efficiency study for a

range of domains and skills. Yet, most research remains focused

on general knowledge and learning domains, with less interest in

social domains (Saoud and Al-Marzouqi, 2020).

Metacognitive e�ciency in emotion
recognition

As metacognition contributes to accurate performance in other

perception tasks, few researchers sought to gain further insights

into its potential contribution to accurate perception of others’

emotions (Jeckeln et al., 2022; Michel, 2023). Emotion perception

competence refers to the ability to perceive and interpret (i.e.,

decode) relevant social–emotional cues expressed by others (i.e.,

to encode; Bänziger and Scherer, 2007). Accurate perception of

others’ feeling and thinking is a key skill associated with achieving

successful interpersonal relationships (Mitsea et al., 2022). In the

visual channel, for example, authors revealed that higher CR was

associated with higher accuracy in the facial emotional recognition

task, underscoring the fundamental role of CR in the adjustments

of social behavior (Bègue et al., 2019; Garcia-Cordero et al., 2021;

Folz et al., 2022; Katyal and Fleming, 2024), whereas metacognitive

dysfunction has been implicated as a key source of maladaptive

behavior regarding emotional perception (Arslanova et al., 2023).

When it comes to voice communication, studying efficiency

in metacognition of emotional perception is relatively small in

amount. Voice expressions can be either verbal (e.g., words and

sentences) or nonverbal (e.g., screaming, laughing), where all have

proven effective in conveying emotions (Eyben et al., 2015). In

general, voice comprises unique audible features called prosody.

Prosody is an important feature of language, mainly represented

by intonation (i.e., how low or high a voice is perceived), loudness

(i.e., how loud a sound is perceived), and tempo (i.e., how

quickly an utterance is produced; Mitchell et al., 2003). Prosody

also conveys important information about a speaker’s sex, age,

attitude, and mental state (Schwartz and Pell, 2012). Lausen

and Hammerschmidt (2020) conducted one of the few studies

examining CR’s role in vocal emotion perception. They found

that participants’ confidence judgments increased with increasing

correctness in emotion recognition tasks that included verbal

and nonverbal stimuli. As a result, they speculated that specific

characteristics of voiced stimuli affect CRs. They also found that

meaning played a significant role in performance confidence as a

higher confidence rating was assigned to stimuli containing lexical-

semantic content (e.g., nouns and lexical sentences) rather than

stimuli without meaning (e.g., pseudonouns and pseudosentences).

More recently, Laukka et al. (2021) extended the concept of CRs

to include multimodal analysis. On the basis of visual, audio,

and visual–audio channels, the researchers also found a strong

correlation between emotional recognition accuracies and CRs, in

each channel (Laukka et al., 2021).

While the above studies demonstrate the importance of

metacognitive accuracy, based on CR measurement, as far as we

know, no study focused on metacognitive efficiency. In the current

study, we deal for the first time with efficiency in metacognition

concerning voice emotion recognition. Specifically, we asked

whether correct performance in emotion recognition test would

yield significant higher CR, compared to CR assigned to incorrect

performance? As we intend to focus on voice communication, we

adhere to previous suggestions that gender roles should be studied

within a given societal context, particularly language (Keshtiari

and Kuhlmann, 2016; Hall et al., 2021). As a result, we used

an emotional target originally designed in Hebrew (Sinvani and

Sapir, 2022) in the form of repeated lexical sentences, reflecting

discrete emotions (anger, sadness, happiness, fear, and surprise)

as well as neutral expression. In this way, we intended to focus

on emotional prosodic cues separately from semantic cues. Earlier

studies have discussed such methodologies (Paulmann and Kotz,
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2008; Sinvani and Sapir, 2022), with particular recommendations

in the diagnostic analysis of nonverbal accuracy 2 (DANVA-2),

emphasizing the independent role of prosodic cues in emotion

recognition (Nowicki and Duke, 2008). To answer our question,

we used performance-based tests for emotion recognition by

voice, followed by CR reported trial by trial. For the purpose of

metacognitive efficiency detection, we set the mean CR scores

for correct to incorrect performances. We hypothesis to find

significant difference between CR assigned to correct and incorrect

performance, where higher CR would be assigned to the correct

performance. By hypothesizing that, we actually expect to illustrate

here efficient in metacognition across all tested emotions, perceived

by voice.

Materials and methods

Recording stage

Participants
A sample of recorders (i.e., encoders) comprised of 30

participants (16 men; 14 women). All encoders were actors (15

professional; 15 non-professional), native Hebrew speakers and

were either undergraduate or graduate students at Haifa University,

20–35 years of age (M = 25.07, SD = 2.29). They had normal

hearing, which was verified by a standard audiological assessment

for pure tones from 0.5 to 8 kHz (Koerner and Zhang, 2018).

None had any history of speech, language, or hearing disorders or

psychiatric illnesses.

Procedure
Before the experiment commenced, participants were given

a description of the experimental procedure and their tasks.

Participants then signed a consent form and completed a short

demographic questionnaire concerning age and gender. The study

procedure included a brief hearing test and a recording stage.

All procedures were conducted in the same acoustic room in

the Interdisciplinary Clinics Center at Haifa University. Stimuli

were repeated lexical sentence in Hebrew, previously reported

in Sinvani and Sapir (2022), meaning “Oh really? I can’t

believe it!” [/Ma/Be/e/met/A/ni/lo//Ma/a/mi/na/]. Here, the same

experimenter (first author) instructed the encoders to vocally

enact the repeated target sentence in five discrete emotions:

anger, happiness, sadness, fear, and surprise. The elicitation of

audio samples followed a design of 30 actors × five emotions

× 1 sentence, resulting in 150 emotional utterances. In addition,

each of the 30 actors uttered the sentence in a neutral, non-

emotional fashion, yielding additional 30 neutral stimuli. The

speech recordings were obtained in a sound-proof booth using

a head-mounted condenser microphone (AKG C410) positioned

10 cm and 45–50◦ from the left oral angle. The signal was pre-

amplified, low pass-filtered at 9.8 kHz and digitized to a computer

hard disk at a sampling rate of 22 kHz (Stipancic and Tjaden, 2022),

using Cool Edit Pro version 2.0. All audio clips were auditory

scanned to ensure adequate amplitude and no missing data (i.e.,

speakers produced all utterances). The full set of audio clips is

available from the authors upon request.

Perceptual tests: emotion recognition task
and SRC

Participants
The sample of listeners (i.e., decoders) comprised of 100

participants (50 men; 50 women). All decoders were native Hebrew

speakers and were either undergraduate or graduate students at

Haifa University, 20–35 years of age (M = 24.37, SD = 2.28). All

had normal hearing, which was verified by a standard audiological

assessment for pure tones from 0.5 to 8 kHz (Koerner and Zhang,

2018). None had any history of speech, language, or hearing

disorders or psychiatric illnesses.

Procedure
Before the experiment commenced, participants were given

a description of the experimental procedure and their tasks.

Participants then signed a consent form and completed a short

demographic questionnaire concerning age and gender. The study

procedure included a brief hearing test and an emotion recognition

task, followed by retrospective SRC regarding emotion recognition

accuracy. All procedures were conducted in the same acoustic room

in the Interdisciplinary Clinics Center at Haifa University.

Ten decoders (five men; five women) were invited to each

experimental session, which lasted ∼10min. Upon arrival, the

experimenter informed the participants about the aim and

procedure of the study. Decoders were informed that each stimulus

would be presented only once. For each experimental session,

10 decoders judged the same 18 target stimuli, created by three

encoders. In each session, targets were randomized in order. In

addition, decoders were blinded to the ratings of the remaining

decoders, as each decoder sat alone in the acoustic room with

headphones for the entire procedure. Stimuli were presented to the

participants binaurally via Sennheiser HD 448 headphones plugged

in the tower box of a Dell OptiPlex 780 SFF desktop PC computer.

In total, the perceptual test generated 1,800 results for ERA and

1,800 results for SRC.

Measures

Voice emotion recognition task
Emotion recognition accuracy was assessed using a

performance-based test in a categorical manner. Upon listening

to each auditory stimulus, decoders marked one of six categories:

happiness, anger, sadness, fear, surprise, or neutrality. As innate

and universal emotions, these five categories are frequently

referred to as basic emotions (Ekman, 1992; Siedlecka and Denson,

2019). Moreover, we included neutral expressions, as commonly

done in the literature on voice emotional recognition (Lausen

and Schacht, 2018; Lin et al., 2021). In accordance with the

DANVA-2 paradigm, we implemented a repeat lexical sentence

designed in Hebrew, meaning “Oh really?” “I can’t believe it!”

[/Ma/Be/e/met/A/ni/lo//Ma/a/mi/na/]. This target was used in a

previous study conducted in our lab (Sinvani and Sapir, 2022). In

a preliminary test, we confirmed that identification percentages
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FIGURE 1

CRs assigned to correct and incorrect performance by the tested emotions and neutrality expression emotions. We provide the accuracy of each

tested category (emotions and neutral) in the bottom portion of each bar. For example, 35% of the judgments were correct and 65% were incorrect

for expressions of fear.

were significantly greater than chance level, in each of the tested

category (Figure 1).

Retrospective SRC
CR was measured retrospectively by self-reported own

confidence in a given response (in the voice emotion

recognition task). Based on a Likert-type scale from

0 (not at all confident) to 6 (extremely confident),

decoders rated how confident they were in their emotion

category judgments. A similar 7-point scale was used in a

previous study (Bègue et al., 2019) to report SRC in facial

expression recognition.

Ethics

The IRB Ethics Committee of the University of Haifa,

Israel approved the study. Participants were recruited using

convenience sampling through social media advertisements

and word of mouth. Professional and non-professional

actors consented to the anonymous use of their shortened

recordings in our study. Actors in the recording stage and

participants in the perceptual test were paid 20 NIS for

their participation.

Data analysis

Statistical analysis was conducted using IBM SPSS (Statistical

Package for the Social Sciences) version 28.0. For all analyses,

p < 0.05 was considered statistically significant. Independent-

samples t-tests were conducted to examine the differences in CRs

by the performance (correct/incorrect) across all emotions. The

significance is reported controlling for false discovery rate for

multiple comparisons (Benjamini and Hochberg, 1995).

Results

We examined metacognitive efficiency in the magnitude of the

difference in CRs assigned to correct (i.e., where target emotion fits

the response emotion) and incorrect (i.e., where target emotion was

different from response emotion) performances for all decoders.

Figure 1 shows that correct performances were assigned higher

confidence than incorrect performances for all emotions. A series

of one-tailed t-tests showed that the differences in mean CRs

assigned to correct and incorrect performances were significant for

all emotions and neutral expression (Table 1).

Discussion

In the current preliminary study, we investigated the

metacognition efficiency of an emotion recognition task

performance, conveyed by voice. To this end, we analyzed

differences in CRs between correct and incorrect performance

in the emotion recognition task, based on identical vocal lexical

sentences portrayed into emotional prosodies of anger, happiness,

sadness, surprise and fear, and neutral expression. Following

the literature dealing with the global concept of metacognitive

efficiency, we expected to demonstrate a greater difference

between CRs assigned to correct and incorrect performances,

thus illustrating a convenient representation of metacognitive

efficacy. As far as we know, this is the first study conducted to

examine efficiency in metacognition skills concerning emotional

recognition by voice.

As predicted, our results indicate a consistent difference in

CRs between correct and incorrect performance, where higher

CRs were significantly assigned for correct performances. In

accordance with previous studies, our findings support the

general established finding for metacognition efficiency in diverse

cognitive tasks (Ais et al., 2016; Carpenter et al., 2019). To our

knowledge, only two studies have been conducted to examine
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TABLE 1 Means and SD of CRs assigned to correct and incorrect performance by emotion.

Emotion Performance

Incorrect Correct t One-tailed adjusted
p-valuea

N M (SD) N M (SD)

Afraid 196 4.43 (1.25) 104 4.67 (1.14) −1.676 0.048

Angry 176 4.29 (1.38) 124 4.65 (1.12) −2.454 0.014

Happy 125 4.19 (1.45) 175 5.07 (1.10) −5.731 <0.001

Neutral 114 4.24 (1.34) 186 4.52 (1.29) −1.779 0.046

Sad 77 3.74 (1.47) 223 4.90 (1.13) −6.310 <0.001

Surprised 148 4.46 (1.25) 152 4.72 (1.30) −1.794 0.046

aBenjamini-Hochberg adjustment.

metacognitive ability based on retrospective confidence rating

for vocal emotion recognition (Lausen and Hammerschmidt,

2020; Laukka et al., 2021). Although these studies based their

examination for metacognitive skill on the measure of CR in a

given response, representing metacognitive accuracy, they ignore

the difference in CR between correct to incorrect performance,

comprising the metacognitive efficiency.

Following extensive study focusing on brain mechanism

underlying correctness in emotion recognition tasks, one of the

worth noting question concerns the neural selectivity is if it

is determined by the emotion presented by encoder or by the

emotion perceived by a decoder (Wang et al., 2014). Based on

face stimuli, Wang et al. (2014) concluded that neurons in the

human amygdala encode the perceived judgment of emotions

rather than the stimulus features themselves. Recently, Zhang

et al. (2022) further showed that responses of anterior insula and

amygdala were driven by the perceived vocal emotions. However,

they revealed that responses of Heschl’s gyrus and posterior insula

(i.e., both involved in auditory perception) were determined by

the presented emotion. Together, it was speculated that extensive

connectivity of the amygdala with other brain regions allows

it to modulate a few functions essential in adaptive and socio-

emotional behaviors (Whitehead, 2021; Atzil et al., 2023). Given

the fundamental role metacognition (i.e., confidence) plays in

adaptive and socio-emotional behaviors, our results highlight the

further need for incorporating neuroscience study into neural

mechanism underlying self-confidence to distinguish correct and

incorrect performance in emotion recognition task. This study

has theoretical and practical significance. From the theoretic

point of view, our results confirm earlier studies concerning

various cognitive processes by establishing that individuals are

capable of efficiently assessing their performance in voice emotion

recognition (Cho, 2017; Skewes et al., 2021; Polyanskaya, 2023).

Moreover, given the significant association that was indicated

across all emotions and neutral expressions, we speculated

metacognitive efficiency of being individual “fingerprint”, rather

than domain-specific (Wang et al., 2014; Ais et al., 2016; Zhang

et al., 2022). Additional studies should incorporate neuroscience

methodologies in diverse channels of emotion communication

to specify the mechanism of efficiently introspecting vocal

emotion recognition to gain support for this claim (Wang

et al., 2014; Whitehead, 2021; Zhang et al., 2022; Atzil et al.,

2023).

From the practice point of view, in light of previous results

showing the increase in performance found among students

after they participate in guided intervention for metacognitive

awareness (Nunaki et al., 2019), our findings should be taken

one step further regarding designing interventions focused on

emotion recognition through voice. Unlike vocal channel which

deserved much less attention, several studies demonstrated the

effectiveness of practicing facial emotion recognition skill as

beneficial to social interactions (Chaidi and Drigas, 2020; Dantas

and do Nascimento, 2022a,b). Importantly, those works highlight

the flexibility of facial emotion recognition skill which in our

opinion justify comprehensive research in the voice channel. In

addition, our findingsmay consider valuable by diagnosis means, as

extensive research dealt with metacognitive maladaptive in diverse

subclinical and clinical populations (Hoven et al., 2019).

Although our study offers a valuable contribution to the

current understanding of metacognition in social communication

of emotions, some limitations should be noted. First, to

investigate emotional recognition, we used a lexical sentence as

a repeated item. Therefore, one can argue that prosodic cues are

more important than semantics. However, lexical sentences can

still affect perception and confidence by contributing meaning

(Lausen andHammerschmidt, 2020). Therefore, researchers should

consider various types of stimuli for a better generalization

of findings regarding efficiency in metacognition of emotion

recognition by voice. Second, it is important to note that our

investigationwas blinded to acoustical parameters, which have been

documented as contributing to the CR discussed elsewhere (Lausen

and Hammerschmidt, 2020). Spectral parameters and prosodic

contours (Shaqra et al., 2019) would be valuable tools for future

research, allowing researchers to detect physiological changes in

voice and emotional expressions.

Conclusions

Our study offers a preliminary investigation of metacognitive

efficiency in emotion recognition. As far as we know this is the

first study to focus on CR for measuring efficacy in emotion
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recognition task, and not just accuracy in metacognition. Our

findings highlight the need for better understand in how individuals

utilize metacognitive efficiency in their social interactions. We

recommend further studies to investigate efficiency by comparing

different groups and different channels of emotion communication.

As a result of futural studies we will be able to understand the

distinct contribution of efficiency over accuracy in social emotional

communication as a fundamental for one’s mental health.
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