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All eyes on the signal? - Mapping
cohesive discourse structures
with eye-tracking data of
explanation videos
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In this paper, we consider the issue of how the fine-grained multimodal design

of educational explanation videos, such as those widely available on YouTube

and other platforms, may be made accessible to empirical studies of reception

and e�ectiveness. This is necessary because previous research has often led to

conflicting conclusions concerning the roles of particular design elements. We

argue that this may largely be due to insu�cient characterizations of multimodal

design itself. To achieve tighter control of this potential source of variation, we

present a multimodal descriptive annotation framework drawing on multimodal

(cohesive) film discourse analysis. This framework is seen as a critical first

step toward being able to highlight just those di�erences in design that have

functional consequences. For such consequences to accrue, however, viewers

need to attend di�erently to corresponding design di�erences. The goal of

the current paper, therefore, is to use eye-tracking techniques to explore the

extent to which discourse structures revealed by our analytic framework relate

to recipients’ attention allocation. We hypothesize that any potentially emerging

anomalies in regards to discourse organization, such as instances of unsuccessful

cohesion signaling, may have correlations in the behavioral data. We report our

current state of development for performing this kind of multimodal cohesion

analysis and some of the unresolved challenges raised when considering how

such analyses may be related to performance data.

KEYWORDS

cohesion, multimodal cohesion, discourse analysis, eye-tracking, education videos,

explanation videos, multimodality

1 Introduction

Explanation videos are now extremely popular in both informal and formal educational

settings. They draw on different disciplines and areas of knowledge and appear in many

different forms, such as short videos, “Reels,” and so on, each potentially exhibiting

substantial differences in design. Explanation videos are also available on-demand on

many online platforms (e.g., YouTube), which played an important role in furthering

their use and acceptance during the COVID-19 pandemic worldwide (cf., e.g., Yaacob

and Saad, 2020; Breslyn and Green, 2022; Trabelsi et al., 2022; Lu, 2023). However, even

before this latest explosion in use, there was already a long established research tradition

addressing the question of what makes an explanation video effective (or not). A host of

principles and guidelines have been proposed (e.g., Mayer, 2021b), but empirical results

often paint a far more mixed picture see the discussion below and further references
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in, for example: (Bateman and Schmidt-Borcherding, 2018;

Bateman et al., 2021). We see here substantial methodological

issues that need clarification before attempting to gauge

effectiveness. Unless we are able to characterize differences

in design in a manner that reveals precisely not only which

design differences may have functional consequences but also

the conditions under which such consequences are most likely

to follow, it is unlikely that consistent empirical results will be

obtained. In short: it is important to be able to distinguish between

mere physical differences in design that may have little effect on

viewers’ engagement and the differences that play an active role in

interpretation-building, for better or worse.

In this paper we propose a methodology that enables us

to focus specifically on this challenge of isolating differences

in design that have measurable behavioral consequences. We

consider this as an essential step prior to being able to

conduct more reliable and discriminating effectiveness studies.

In order to ascertain whether particular differences in design

correlate with reception differences, we employ results of an

eye-tracking study to examine the extent to which correlations

can be found between the gaze data and our proposal for a

fine-grained account of the discourse structure of explanation

videos. This may then help to develop further hypotheses

concerning discourse structures and those structures’ contribution

to the achievement of communicative goals, particularly the

goals of effectively informing and explaining. Our focus here,

however, will be solely on our discourse analysis framework

and the support it offers for mapping cohesive structures

with eye-tracking data, leaving the final question of the role

that such structures may play for effectiveness for subsequent

studies.

We see this intermediate step as essential because of

what is probably the primary challenge raised by attempting

to deal systematically with data of this kind: that is, the

highly multimodal nature of explanation videos. Such videos

avail themselves of the full range of expressive forms now

supported by the medium and so readily combine diverse

kinds of broadly “written” representations, such as written

language, graphs, tables, and mathematical formulae, more

pictorial, schematic, or diagrammatic representations, as well

as “second-order” visual resources for navigation and other

purposes, such as circles, underlining, arrows, boxes, overall

layout and other segmentation techniques. This has made any

characterization of “design” in a manner sufficiently precise to be

supportive of empirical investigation a major bottleneck for further

inquiry.

In this paper we focus on an approach capable of addressing

this issue in a general manner by drawing on contemporary

linguistically-inspired theories of multimodality. The term

“multimodality” refers to the phenomenon of combining multiple

semiotic modes, i.e. different ways of representing meaning,

in the service of coherent communication. This would seem

ideally suited to the complex multiple expressive forms found in

explanation videos. However, traditional conceptions of semiotic

modes relying on broad labels such as “written text,” “image,”

“sound,” etc. have often conflated formal and functional properties

making them difficult to apply in research. For example, the

functions served by “words” in diagrams, graphs, pictures, or

captions can be, and often are, quite different, which makes

ascertaining their contribution to design (or lack of it) challenging.

Similarly, the functions played by visual materials, such as

diagrams, mathematical equations, or graphs can only be found

in combination with the other deployed resources they co-occur

with.

To resolve these difficulties, we adopt the position and

methods for multimodality research specifically argued in Bateman

et al. (2017). This account offers a more formalized account

of multimodal communication that assumes a tight connection

between expressive forms and the discourse functions of those

forms regardless of presentation modality just as is required

to handle the multimodal complexity of explanation videos. In

addition, the descriptive framework we set out is intended to

be strongly supportive of corpus-based work on explanation

videos, by means of which we can more effectively triangulate

between descriptions, empirical reception studies, and diverse

medial realizations.

The paper builds on an earlier exploratory study by Bateman

et al. (2021), in which the feasibility and utility of a rich multimodal

annotation scheme for capturing the interplay of different semiotic

modes in explanation videos was demonstrated. We now develop

this scheme further and report on a pilot empirical investigation

seeking correlations between the multimodal annotation scheme

and recipient data collected for contrasting videos using eye-

tracking methods. By these means we support our claim that

the broader task of relating fine-grained design choices to

video effectiveness may usefully be broken down into several

components: here we focus specifically on a first stage of relating

design to performance data which may subsequently, as suggested

above, be brought more readily into contact with learning effects.

We structure the paper as follows. We begin in Section 2 with

a brief review of the state of the art among those approaches

that attempt to gain more analytic hold on factors responsible for

educational videos being effective or not. The diversity of results

found in these studies supports our basic claim that we need to tease

apart the factors contributing to design more finely. To assist the

development of such studies in the future, we report in Section 3

on the multimodal annotation scheme that we are developing for

explanation videos and the specific functional aspects of discourse

that are currently covered. Although our annotation scheme is

defined to apply to explanation videos in general, for the purposes

of the present paper we need also to be sufficiently detailed as to

show micro-scale interactions with behavioral data. Consequently,

in Section 4, we draw on results of an eye-tracking study carried

out for some explanation videos that were specifically constructed

to exhibit controlled variation, focusing on the gaze data gathered

with respect to one particularly complex slide. This allows us in

Section 5 to begin to address our central question—that is, the

extent to which theoretically motivated multimodal annotations,

and in particular the discourse structures revealed, can be shown

to correlate (or not) with behavioral data. This results in several

challenges and directions for extending the multimodal annotation

in future work that we summarize in Section 6. Finally, in Section

7, we summarize what has been achieved and the goals established

for the next steps to be taken in such studies.
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2 Brief literature review and state of
the art

Research on the instructional effectiveness of educational

videos dates back far beyond contemporary platforms such as

YouTube, beginning in the 1970s (cf. Bétrancourt and Benetos,

2018). Since then considerable attention has been paid to potential

relations between the effectiveness of videos and their design.

Within the domain of instructional design the most prominent

and most recent theoretical research contexts for educational

videos are given by cognitive and perceptual multimedia learning

frameworks, e.g., Cognitive Load Theory (CLT: Paas and Sweller,

2021), Cognitive Theory of Multimedia Learning (CTML: Mayer,

2021a), and Integrative Text and Picture Comprehension (ITPC:

Schnotz, 2021).

Many recommendations for instructional design or principles

of multimedia learning that are derived from these theoretical

frameworks (for a comprehensive overview, see Fiorella andMayer,

2021) can be considered to hold for educational videos as well

(Fiorella, 2021). Some of these principles are almost naturally

fulfilled due to technical characteristics of videos. For example,

the multimedia (Mayer, 2021b) and multiple representations

(Ainsworth, 2021) principles pronounce that using verbal and

visual modes fosters learning compared to relying on a single

(re)presentation mode. The modality principle (Castro-Alonso

and Sweller, 2021) states that once verbal and visual modes are

used in combination, verbal information should be spoken rather

than written. Obviously, most educational videos consist of (non-

verbal) visualization accompanied by (spoken) text. Other design

principles, however, need to be actively addressed when creating an

educational video. For example, the simultaneous use of multiple

visual representations forces a split of visual attention that should

either be avoided as much as possible (Ayres and Sweller, 2021),

or be supported by additional signals that guide a learner’s (visual)

attention (van Gog, 2021). Still other principles may lead to

ambiguous or even contradictory interpretations of an actual video

design. For example, in educational videos the instructor can be

visible in the video as a “talking head” or only audible as a “voice

over” (e.g., Wang and Antonenko, 2017). However, on the one

hand, visible instructors are a source of split attention, whereas,

on the other hand, they may serve as a social cue (Fiorella and

Mayer, 2021). Indeed, a recent review of the effects of instructor

presence in instructional videos found mixed results (Henderson

and Schroeder, 2021).

Theoretical explanations for most of these principles, as offered

by the above mentioned theories of multimedia learning, often

assume the mental integration of multiple different external

representation types, mainly verbal and pictorial representations,

the perception of these representations via different sensory

modalities, mainly the eye and the ear, and different verbal and

visuo-spatial mental representations of information (e.g., Mayer,

2014; Schnotz, 2014). While psychological and psycholinguistic

research has achieved some consensus on models of verbal

or “propositional” representation (Kintsch and van Dijk, 1978;

Kintsch, 1988), models of visual information are separated across

different kinds of visualizations such as graphs (e.g., Kosslyn, 1993),

pictures (e.g., Levin et al., 1987), diagrams (e.g., Larkin and Simon,

1987; Tversky et al., 2000), or animations (e.g., Tversky et al.,

2002; Ainsworth, 2008). This may be one reason why models of

text-picture-integration stay incomplete or underspecified in their

understanding of the mental integration process itself. As Bucher

and Niemann (2012, 292) note, it is important to clearly separate

distinct visual representations in both form and function. Largely

“pre-theoretical” distinctions such as that commonlymade between

“words” and “image” do not provide sufficient discrimination

since both written language and images are visual and both are

commonly integrated in a range of distinct semiotic contexts.

Moreover, the presentation of information in such materials

continuously makes references between (spoken) language and

visualization as well (e.g., in “verbal signaling”).

Also relevant here is largely independent work carried out on

academic presentations because these often overlap significantly

with the kinds of presentations found in many explanation videos.

Whereas, strictly speaking, explanation videos form a broader class,

whenever those videos employ presentations of the form found in

academic presentations using software such as PowerPoint, there

are useful empirical results obtained in that domain to build upon

(Schnettler and Knoblauch, 2007; Wiebe et al., 2007; Bucher et al.,

2010; Bucher and Niemann, 2012), as well as proposals for the

multimodal description of such presentations (e.g., Rowley-Jolivet,

2004). All such approaches point to the need to provide finer-

grained accounts so that variations in reception and effect may be

investigated more closely.

There are, moreover, interesting differences and similarities

to consider between work on live presentations, using tools such

as PowerPoint, and the medial variants found in explanation

videos. Whereas researchers increasingly study the role of gestural

signaling of relevant information during a presentation (Bucher

and Niemann, 2012), explanation videos commonly employ

visual signaling that is designed into the material of the visual

presentation by means of graphical highlighting with arrows, areas

of color, and so on, often animated. These can be expected to

play a particularly important role whenever presenters are not

visually present. Here, there remains much to consider, relating,

for example, diagrams and gestures more closely, as proposed by

Tversky et al. (2013) and Kang et al. (2015), as well as empirical

and descriptive work on infographics (Habel and Acartürk, 2006;

Martin and Unsworth, 2023).

For the present paper particularly relevant are then findings in

cognitive studies that propose the signaling or cueing principle,

which suggests a higher learning outcome from multimedia

learning resources when those incorporate certain signals to guide

viewers “to the relevant elements of the material or [to] highlight

the organization of the essential material” (van Gog 2021; see also

Richter et al., 2016, Schneider et al., 2018, Alpizar et al., 2020,

and Mayer 2021b). Ozcelik et al. (2009) put forth two concrete

hypotheses related to this, namely the guiding attention hypothesis,

which suggests relevant information receive more attention when

given signaling as well, and the unnecessary visual search hypothesis,

which refers to the ease of locating related information between

visual and verbal modes. What these then have in common is

a lack of crucial information concerning precisely what these

signals are that guide viewer attention and how they have to be

meaningfully woven into anymaterial’s organization. In this regard,
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these principles need further refinement on an empirical basis as

now attempted in several lines of research (Richter et al., 2016;

Mayer et al., 2020).

Finally, it is interesting to note that there has been surprisingly

little work to date attempting to relate aspects of cohesion,

the specific functional discourse phenomenon we employ below,

and eye-tracking data, even with purely verbal texts. From the

multimodal perspective relevant here, for example, Acartürk

et al. (2014) report on a study of the effects of different styles

of cross-references to figures in a constructed “text”-“figure”

composite layout. Although systematic differences in gaze behavior

(particularly durations for attending to the text and to the

visual figure) were found, the layouts of the stimuli used were

highly unnatural and did not reflect the multimodal complexity

of the kinds of data considered here. The lack of natural

stimuli for such experiments is a common difficulty that our

provision of fine-grained annotations for design is also intended

to alleviate.

In the subsequent sections we propose a contribution to the

goals of theoretical and practical refinement by utilizing the far

more fine-grained characterization of the possibilities for signaling

and guiding viewer attention offered by multimodal analysis. This

will allow us to investigate to what extent signaling as realized at the

design level in video data is consistent with empirically measured

viewing behavior. By these means we aim for an additional

empirically-supported “filter” capable of focusing analytic attention

on just those features of design that may be critical for subsequent

uptake; whether or not that uptake has consequences for the

effectiveness of an explanation must then be subject to investigation

in its own right.

3 An annotation framework for
explanation videos

In this section, we introduce our general multimodal-

descriptive annotation framework for explanation videos. The

purpose of this framework is to support fine-grained investigation

of the discourse structures of educational videos, which we

hypothesize play a central role in guiding those videos’ reception.

More specifically, we show how a multimodal discourse analysis

may capture aspects of “textual” organizations corresponding to

the signaling principles introduced above; by these means signaling

principles in multimodal discourse receive a concrete realization

that we can then subject to empirical analysis.

We first introduce the overall organization of the annotation

scheme and its practical realization within the annotation software

ELAN, developed at the Max-Planck Institute in Nijmegen

(Wittenburg et al., 2006; ELAN, 2023). This scheme draws on and

extends the account first motivated and introduced in Bateman

et al. (2021). We then explain its use for one specific area of

multimodal discourse organization, that of multimodal cohesion.

This is the area that we will use below when exploring potential

correlations with eye-tracking behavior. We will draw examples of

the annotation scheme in use from the eye-tracking analysis that

we perform below, although the scheme itself is intended quite

generally for characterizing communication of this kind.

3.1 Annotation of complex audiovisual
data

In order to move toward multimodal analysis that is sufficiently

fine-grained to support empirical study, Bateman and Schmidt-

Borcherding (2018) argue that the precise discourse placement of

mobilized expressive resources in any kind ofmedium participating

in discourse may be critical. The discourse structures involved

therefore need to be captured so that organizational “weak spots”

may be identified. In the current case, we will seek to operationalize

such potential weak spots in terms of multimodal cohesion. As

remarked in the introduction, multimodal discourse structures

may be expressed using a rich diversity of representational forms,

including various kinds of written and iconic representations as

well as “second-order” visual resources for navigation and showing

text organization. These all need to find a place in the developed

analysis and annotation scheme.

Following annotation techniques long established in linguistic

corpus work and since extended for multimodal corpora as well

(cf. Bateman, 2013; Knight and Adolphs, 2020), the rich diversity

of information required is captured in the annotation scheme by

means of defining multiple layers of distinct kinds of information.

Many studies of multimodal phenomena adopt broadly similar

“layered” schemes of data annotation of this kind. In our case,

however, we draw additionally on the more specific guidelines

for multimodal corpus work set out in Bateman (2022), whereby

distinct kinds of information are made to correspond broadly

to individual semiotic modes, including all aspects of the formal

definition of semiotic modes argued by Bateman et al. (2017). It is

the systematic application of this definition that begins to establish

a “meta-language” for comparing and contrasting explanation

videos in general.

Currently, the modes included in the annotation framework

and considered in our analyses are the following:

• verbal speech

• written language

• diagrams

• graphs

• mathematical formulae

• tables and corresponding tabular elements (i.e., columns and

cells and labels)

• arrows and lines (sometimes within diagrams, sometimes

not) that function representationally with respect to the

information being presented

• highlights (including, e.g., arrows/lines/circles, speech

bubbles, etc.) that function textually to orchestrate

engagement with the information being presented.

Substantial interaction can be found between all of these

forms of expression. However, for present purposes, we will focus

discussion primarily on aspects that have been found particularly

challenging up to now, such as the interplay of the visual elements.

This is by no means to be taken as suggesting any prioritization of

the relevance of distinct modes over others.

Methodologically, the fact that we are working with a

temporally-based medium allows the levels of description to be

linked back to the original data by timestamps. This makes it
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appropriate to model these layers as “tiers” in ELAN. Thus,

each tier of information segments an analyzed video temporally

with respect to some specified facets of the video’s multimodal

organization. Explanation videos often deploy further media as

part of their information presentation that may then provide

additional spatiotemporal structuring of their own which must

also be captured. One common medium used in this way is

Microsoft’s PowerPoint or similar tools; these media are “slide”-

centered, which we then treat similarly to scenes in more film-

like videos. In all cases, it is the perceptible visual material

that is considered for analysis not the production—that is, if a

slide develops by introducing animated elements that might be

implemented in separate slides but which appear continuous, then

these are treated as a single temporally unfolding unit. Establishing

properly motivated analytic units of this kind is an essential step for

reliable analysis (cf. Bateman et al., 2017, 2021).

Most of the individual forms of expression to be included are

captured as “base” layers of annotations. These offer a foundation

for defining several further kinds of multimodal annotation that

are essential for capturing inter-relations and signaling techniques

operating between elements expressed in different semiotic modes.

Relational information of this kind is often not supported by

current annotation tools, ELAN included. To handle this in a

general fashion, we have developed annotation guidelines for

including relational properties that build on existing annotation

tool capabilities. These guidelines then also stand as a method

supporting the use of ELAN for multimodal data whenever richly

internally structured multimodal ensembles are involved.

For present purposes, relational information is mainly needed

for two types of tiers. First, arrows, lines, circles, and speech bubbles

generally relate to other elements in the videos—arrows and

circles for example, commonly serve to highlight other elements,

whereas lines connect elements. This information needs to be

captured in addition to the bare presentation durations given by

the segments of the base-level tiers and, moreover, can well require

their own duration information—for example, an arrow intended

to draw attention to some other element may appear and disappear

independently of the durations of the elements being referred to.

Analytic units with their own durations are most commonly

represented in ELAN and similar time-based annotation tools as

layers or tiers in their own right. Consequently, in our framework,

relational units also all receive their own tiers within the ELAN

annotation. Information about the temporal extent of an element’s

visibility (or audio duration for verbal speech) is then given by

defining time interval segments within these tiers as usual, marking

the respective starting and ending times of their occurrence. For

ease of reference, these tiers are labeled following a specific naming

scheme identifying the structural position of any component within

the presentation as a whole. Thus, for example, an ELAN tier

label data-point:6_d:1_s:4 picks out the sixth visual “data

point” that is part of the first diagram (d:1 ) of slide 4 (s:4 ).

The relational information itself, i.e., the relations between

these elements and the units they relate, is then captured using

structured labels stored directly as annotation values of the relevant

interval segments of the base tiers. These structured labels identify

both those further elements that the marked elements relate

and the type of linkage, currently either highlight, connect, or

label. Figure 1 shows as an example three tiers whose elements

either highlight or connect with other elements. Those other

elements are identified throughout by their respective tier names

as just described. Thus: the first line of the figure captures the

information that a particular circle within the first diagram on slide

4 (circle:5_d:1_s:4 ) functions to highlight a particular data

point in that diagram (data-point:6_d:1_s:4 ), which will

also have its own independent tier elsewhere in the annotation.

Connection relations are given similarly by mentioning both

elements being related.

Information also needs to be given concerning the form of these

relational elements, e.g., the colors of circles, lines, etc. Although

it would be possible formally to add such information to the

structured labels just introduced, this would lead to potentially

very complex interval annotations that ELAN provides no support

for and which would likely become increasingly error-prone.

Thus, rather than over complicate the information maintained

in the interval labels, we instead employ ELAN’s “Comments”

functionality for recording visual properties directly. Examples are

shown in Figure 2. Here we see that annotations in the comment

section are also linked to specific time stamps allowing properties

to be anchored to time intervals as well—this would be needed

when, for example, the color or shape of an arrow or some other

unit changes during its use. This type of information is annotated

for all semiotic modes whenever relevant. Thus a further example

would be when the color or forms of textual elements change; this

then also includes, as we shall see below with respect to form-based

cohesive signaling, form properties for numbers in math formulae

or written language.

The annotation scheme described so far then provides most

of what is needed for engaging with the rich multimodality of

temporally-based complex media such as explanation videos. Data

sets annotated in this way would offer a strong foundation for

investigation of the use that is being made of the resources captured

by the application of several methods, such as, for example, corpus-

based studies and, as pursued here, behavioral measurements and

experimentation.

3.2 Multimodal cohesion in explanation
videos

For addressing the particular use of multimodal resources for

signaling and guiding interpreters, we now turn to the notion

of multimodal cohesion, as this is generally taken as one of

the primary techniques by which texts, of any kind, provide

additional interpretation cues for their recipients. Cohesion as

adopted and refined here was originally defined by Halliday and

Hasan (1976) solely with respect to verbal language. Cohesion is

said to be active whenever elements of a text require interpretations

of other elements of the same text in order to receive their

own interpretation: most prototypical examples of this would be

pronouns, where the interpretation depends on identifying their

intended referents. Relatively early in work on multimodality this

notion of cohesion was extended to apply to “texts” consisting of

more than verbal language. Royce (1998), for example, set out a

system of several distinct kinds of “cohesive” relations operating

across written texts and accompanying images and diagrams. The
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FIGURE 1

ELAN in-tier inter-relation annotations showing the use of structured annotation “labels” rather than terms selected from controlled vocabularies or

free text.

FIGURE 2

Additional visual annotation information recorded in ELAN comment sections.

function of such connections was to suggest explanations for how

texts could guide recipients to bring together different sources

of information, each potentially expressed with different semiotic

modes. Several extensions of this basic idea have been proposed

since; Liu andO’Halloran (2009) provide a detailed overview as well

as some significant further proposals of their own that we will also

draw on below.

Many accounts offered of multimodal cohesion to date have

followed Royce’s lead in focusing on “text-image” relations. As

we have seen above, however, this would not be appropriate for

explanation videos as a far broader diversity of semiotic modes are

usually at work. The underlying theory for the analytic steps we

implement here are consequently based more on the audiovisually

extended framework of multimodal cohesion analysis developed by

Tseng (2013). This method calls for the construction of cohesive

chains for audiovisual data regardless of the semiotic modes

employed. Elements are linked in cohesive chains when they

stand in particular discourse relations, such as co-referentiality as

mentioned for pronouns above. Cohesion analyses are then shown

using cohesive chain diagrams which depict the re-occurrence

relations active in a text. This allows, in the multimodal case, the

combined use of semiotic modes to be shown in a structured way

so that the various contributions of multimodal resources can be

tracked exhaustively across a text’s development.

Several quite specific extensions to the notion of cohesion

inherited from its application for verbal texts need to be made

for the multimodal context, even for the treatment of verbal

language. One of these concerns the fact that in any multimodal

artifact, there may be several units realizing verbal language co-

present, both spatially and temporally. This means that some of

the basic distinctions for cohesive analysis need to be refined. Co-

referential cohesion in traditional verbal language, for example, is

typically distinguished according to the “direction” of the relating

cohesive link. More specifically, the relationships of situational

identity constructed by co-referentiality across a text can occur in

two ways: either the relationship is prospective, termed cataphora,

or retrospective, termed anaphora. Anaphors thus “look back” to

their referents, while cataphors “look forward.” In single linearly

organized “monomodal” texts these two directions naturally

exhaust the possibilities as two referring expressions may always be

ordered with respect to one another. However this does not hold

for multimodal communication sincemultiple “contributions” may

co-exist, co-occurring at the same time (matching on temporality)

across different or multiple instances of the same modes. We add

this third kind of referential cohesion to our account and term

it “co-phoric.” We propose that multimodal referential cohesion

may contribute to recognition of many of the signaling principles

mentioned above and so may play a role in guiding a viewer’s

attention, which should in turn leave behavioral traces, such as

differences in gaze behavior as we investigate below.

A further source of potential cohesive ties when considered

multimodally relates to the forms of the deployed expressive

elements rather than their referents. When, for example,

various elements co-present in a video are related by selecting

particular colors, then this may serve as a signaling device

calling for recipients to bring together the identified elements

in some way, but not requiring that those elements be

seen as co-referential. This form of connection is relatively

under-researched in the context of accounts of cohesion,

although clearly of importance for design. Both “intersemiotic

parallel structures” and “intersemiotic parallelism” in Liu

and O’Halloran (2009) account might be extended to include

this.

We now include these forms of cohesion explicitly in our

annotation scheme as they may clearly play an important role for

discourse coherence. The way in which form information, such as

shape and color, is captured in the annotation was already described

above (cf. Figure 2). This technique is then also used to cover

referential cohesion as follows. First, co-referentiality information

is annotated directly in a distinct type of ELAN tier labeled as

“cohesive links.” Intervals defined within these tiers then “pick up”

elements from specified base tiers that are related to other modes

through co-referentiality. Thus, for verbal speech, for example,

co-referential items in other semiotic modes are linked to the
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respective verbal elements by entries in a corresponding “verbal-

speech.cohesive-links” tier. The cohesive links tier thus identifies

annotations of linguistic verbal tokens that are co-referenced

in the discourse across modes. The corresponding information

concerning the tiers to be linked to these tokens, i.e., the referents,

is again given in the ELAN’s comment section as shown in Figure 3.

These annotations have the specific structure “coref: [linked tier

name].” Thus, the first line of the figure captures the fact that

there is a verbal element (whose contents is captured in the

corresponding interval segment defined in the verbal-speech tier)

which is co-referential with another element in the video, the data

point labeled data-point:6_d:1_s:4 .

Since in the multimodal case co-reference can occur across

any semiotic modes capable of referring, and not just the verbal,

we generalize this method to allow co-referential information

for any tiers describing any semiotic modes by similarly adding

corresponding cohesive link tiers. These then operate in the same

way as for the verbal cohesive links tier, simply picking out non-

verbal elements as required. Thus, although the verbal speech

track in our medium of investigation generally provides a good

orientation for engaging with all of the other material presented,

this is not necessarily the case. Nevertheless, for our present object

of analysis, it is often appropriate to select the verbal mode as the

main axis of discursive organization and development as we shall

see.

Finally, as Liu and O’Halloran (2009) emphasize, cohesion

analyses of all kinds can be seen from two perspectives: a

static, product-oriented perspective (the “synoptic” view) and a

dynamic, text-development perspective (the “logogenetic” view).

The cohesion analyses that we will mostly present in this paper

are synoptic in the sense that they do not reflect the temporal

development of the audiovisual “texts.” This raises significant

questions when engaging with the reception of these texts since this

clearly occurs over time. How these may be related in empirical

work will then be an important topic we take up below.

3.3 Multimodal cohesion diagrams

When constructing and inspecting cohesion analyses, it is

traditional to use visualization diagrams where identified cohesive

chains—i.e., elements in the analyzed texts that are connected

cohesively—are shown running vertically down the page with

cohesive links between the elements of single chains depicted

by vertical arrows. Thus, for example, repeated mentions of

a particular data point, first with a full referring expression

such as ‘the data point’ and subsequently by various forms of

pronominalization, would all be placed in a single cohesive chain

running vertically down the page. Whereas in Tseng (2013) these

cohesive chains might already combine expressions in various

semiotic modes, for example including a graphical data point as

well, for current purposes we begin by separating the cohesive

chains across semiotic modes. This is intended to allow us to

focus more specifically on the work that recipients have to do in

finding relationships across the various forms of expression used

and is also motivated by the sheer diversity of modes that we

need to separate analytically. Thus, in our case, a verbal reference

to a particular graphically depicted data point would involve two

cohesive chains: one for the verbal language and one for the visual.

These two chains are then linked by, in this case, a co-referentiality

relation. In our visualizations, such relationships are depicted by

arrows running horizontally across the page connecting the tiers

concerned.

Most earlier visualizations of multimodal cohesion analyses

have been constructed manually, which quickly becomes difficult

when the multimodal complexity of an analyzed text increases.

Now, since we have a formally specified annotation scheme for

capturing multimodal cohesion, we generate such chain diagrams

automatically using a specifically written R script running directly

on the ELAN exported data.Wewill make extensive use of cohesion

diagrams below when comparing audiovisual discourse structures

with our eye-tracking data, and so it will be useful here to show

a worked example in detail. For this, we take a single slide used

in the explanation videos that served as stimuli in the eye-tracking

experiment we draw upon; this is also the slide that we focus on

below. In addition, this visual presentation is accompanied by a

verbal track describing how the graphic is to be interpreted and this

verbal information is naturally also a necessary component of the

cohesion analysis.

Figure 4 shows the slide in question. The videos themselves

were made in German for a German-speaking audience, and so all

the written text labels visible in the slides and the accompanying

spoken language are in German as well. The overall topic of the

presentation used in the video is “Covariance and Correlation,”

discussing how values measuring these statistics are calculated

with respect to data. The screenshot in the figure correspondingly

depicts the final state of a slide where this calculation is explained

by the lecturer working through a concrete example in which the

ages of a set of 15 children are placed in relation to their respective

active vocabularies. The data used for the calculation of co-variance

being discussed in the example is depicted visually by means of data

points positioned on a graph. The “age” of the respective children

is shown running along the horizontal “x”-axis and their respective

vocabulary sizes (“words”) run vertically on the “y”-axis. The task

of the narrator/presenter in the video at this point is to lead the

students through some selected data points (each point depicting

a particular child) so as to make clear the respective relationships

between the information concerning individual children and the

average age and vocabulary size for the group as a whole. The

instructor’s verbal description is shown transcribed with standard

Jefferson notation (e.g., Jefferson, 2004) along with a simple English

gloss on the left of Figure 5. The precise calculation to be learned by

the students is given in the mathematical formulae picked out by

the four call-outs in the slide resembling “speech balloons” from

comics. This is itself an interesting case of the influence of the

design of the “semiotic software” used, in this case PowerPoint, as

such speech balloons are included in the graphic resources readily

on offer (cf. Zhao et al., 2014; Djonov and van Leeuwen, 2022),

but may well then be employed for purposes other than denoting

speech.

The slide is naturally quite complex in its own right, consisting

of the data points, the overall graphwithin which the data points are

placed, visual representations of differences between x and y values

and group averages, visual highlights of individual points, and call-

outs showing the mathematical formulae required to perform the
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FIGURE 3

ELAN cohesive link annotation.

FIGURE 4

Example slide selected from the video used in the preliminary study discussed below.

calculations necessary for four selected data points. There are many

questions concerning how to present such information effectively,

both visually and in combination with the verbal description.

The static depiction of the entire slide as it appears in Figure 4

corresponds to only one (and clearly not the best) of many possible

presentational styles that would be possible in the dynamicmedium

of an actual explanation video. For example, the presentationmight

be aided by a more gradual build-up of the information on display.

This is precisely the dimension of variation that we return to

specifically in the studies reported below.

For the purposes of establishing a synoptic, complete cohesion

analysis, however, we simply need to characterize all of the

units present in the visual field, the spoken language, the

relationships among these, and the temporal extents over which

these contributions unfold. Thus, even a synoptic representation

automatically includes time because the materiality of the medium

(specifically its canvas: Bateman et al., 2017) is inherently

dynamic, making temporal extents a necessary component of its

description. This means that time is included in the analysis,

but as an unchanging and unchangeable fourth dimension (i.e.,

a “block universe” view of time). This can then serve as a

stable basis for subsequent analyses where the dynamic nature

of textual unfolding may be explicitly considered more from

the perspective of recipients rather than from the ‘product’ as a

whole.

The multimodal annotation of this slide is then also

correspondingly complex but remains nevertheless fully

conformant with the framework introduced above. Indeed, the fact

that we can now deal with this degree of presentational complexity

already places us in a far better position for systematically

exploring any differences in effect and design. The cohesive

chain diagram generated directly from the annotated data for the

segment of the video discussing the example slide is shown in

Figure 6. It should be noted that this visualization “simply” gives

a graphical rendering of the many cohesive links in the actual

analysis, and so contains considerable information; this is generally

the case for any complete cohesive analysis presented visually,

even with monomodal verbal texts. The diagram is presented
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FIGURE 5

Left: Verbal transcript of the presentation accompanying discussion of the example slide in Je�erson notation, augmented additionally to show the

phrases picked up in the cohesion analysis in bold. Right: the corresponding cohesive chain for the spoken language (with labels truncated right to

save space and vertical extents corresponding to their actual temporal positioning: see below).

in full here to give a more realistic indication of the quantity

of information being produced during analysis, although when

working with particular areas from the overall data, it is generally

more useful to extract smaller, more focused fragments of the

overall data being discussed. This is the approach we take below

when comparing the cohesion analysis with the eye-tracking

data.

The conventions used in all of these diagrams remains the

same, however. The vertically running arrows identify the various

elements present in the visual field and the verbal speech, all with

their respective temporal extents. Thus lines which are shorter

in height extend for shorter periods of the video. In the present

case, many end at the same time, shown by the aligned lower

arrow-heads at the bottom of the diagram, because at that point

in the video the slide changes and the visual elements denoted are

then no longer present. The very densely interconnected seventh

tier from the left is the verbal speech tier, reflecting the fact that

individual referring phrases will generally have a much shorter

temporal extent than the visual elements being referred to and so

it is challenging to present these together in a single static graphic.

The fully extended chain can be seen on the right of Figure 5, where

the individual phrases that can only be seen in part in the full
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FIGURE 6

Complete cohesive chain diagram for the segment of video shown visually in Figure 4. Vertical lines denote cohesive chains; horizontal and diagonal

lines cohesive links. Chains are annotated with labels that are either from the original data (if written or spoken language), and so are in German, or

from our technical annotation framework. An extended version of the highly condensed spoken language chain can be found alongside the

transcript in Figure 5.

cohesion diagram are also identified1. In contrast, the individual

multimodal references are spread our horizontally by virtue of their

being contributed by different chains. The density of the verbal

references shows well how, in this case, the speech chain serves as

an organizational backbone for the presentation as a whole.

The horizontal or slanted arrows in the diagram show the

phoricity relations that hold across the different chains according

to the co-reference information maintained in the annotations.

These phoric relations are also distinguished as explained

above according to whether they are cataphoric, anaphoric,

or co-phoric on the basis of the temporal information present

in the annotated data; in the current example, there are no

cataphoric relations to be seen. Anaphoric relations (shown in

red) consequently are those horizontal arrows running upwards

on the page, showing the co-reference to be a “referring back”

to an element that was already present. Co-phoric references

(shown in blue) on the other hand are then the horizontal

1 We should note here that this “chain” di�ers from traditional verbal

cohesive chains in that it groups all the spoken contributions together, thus

instantiating cohesion bymode. This can also be expanded to track particular

referents more finely, but we omit this for the purposes of the current

discussion.

arrows, which means those co-references hold between two

elements that appear synchronously at the same time in the

video. As an example, the fourth tier from the left commencing

just before 00:05:50 shows a component of a labeling speech

bubble (labeling-speechbubble:6_d:1_s:4 ) referring

back to the third tier from the left, depicting a data point

(data-point:2_d:1_s:4 ). The co-reference is then indicated

by an arrow slanting upwards because the time of reference follows

the time of visual presentation of the referent. The same holds

for all other links shown operating between chains, including the

spoken verbal information.

Applying the visualizations offers a succinct overview of the

fine-grained annotation data, although, as noted above, it is

often more revealing to focus in on particular combinations

of elements as we do in our discussion of the relation

between the discourse structure and the eye-tracking data

below. It should also be noted that the cohesion diagrams

discussed in this paper already only show the co-referentiality

information so as to avoid overloading the diagrams presented

still further. It is equally possible to pick out any of the

cohesive relations present in the annotation, such as connection

information or color cohesion, and so on. These details are

omitted for current purposes and are, in any case, better shown

interactively.
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4 Experimental study

In this section we present the eye-tracking data that will be

relevant below for our consideration of their interactions with the

cohesion analyses. As indicated above, this data was gathered in

a previous experimental study, conducted in German, exploring

the effects of certain controlled variations in presentation styles.

In particular, the study explored relations between the visual

presence or absence of a lecturer in videos together with potential

interactions with whether the slides used in the videos included

animated elements or not. The overall aim of this study was to

examine how the experimental conditions might influence viewer

attention and, subsequently, learning effects. For the purposes

of the present paper, however, we focus specifically on the eye-

tracking results gathered concerning the contrast between the static

and dynamic slide presentation conditions for the single selected

slide introduced above (Figure 4); for further information about

the sample study as a whole (see Schmidt-Borcherding et al., in

preparation).

Bringing the previous study results together with our current

objectives of relating cohesive structures with eye tracking data,

our basic hypothesis is that instances of insufficient cohesion

signaling should have detectable effects on the gaze behavior.

A prime example of such insufficiency is when the formal co-

reference relations attempt to span too great a temporal distance

and so fail to effectively bring together the mode ‘doing’ the co-

reference work and the mode being co-referenced. Hence, it is our

assumption that differences between the sets of eye-tracking data

gained from the two experimental conditions might be correlated

with corresponding differences in the discourse organization. We

address this hypothesis directly in Section 5 below.

4.1 Materials and methods

The (sub-)sample relevant for the purpose of this paper

consisted of 22 students of education sciences (mean age = 24.71

years; 17 female) who participated in the study as part of a course

requirement. Students were asked to learn about covariance and

correlation with a ten-minute educational video consisting of 15

presentation slides shown on a 15” laptop screen. Several versions

of the video were prepared, created previously by Florian Schmidt-

Borcherding for the purpose of earlier experiments focusing on

coherence. The results concerning two of the prepared video

versions are relevant here; these varied coherence in two ways.

In version A, called the “high coherence” condition, individual

elements of the presentation slides in the video (sequential

text elements, diagrams, circles, arrows, color coding etc.) occur

dynamically and synchronously with the verbal speech. In version

B, called the “low coherence” condition, the compositional elements

of an entire slide being presented appear under static visual

development conditions, i.e. elements do not occur successively but

concurrently “all at once,” and are consequently not synchronous

with speech. The contents of the slides and the verbal explanation

were the same in both conditions (cf. Figure 5). The slides filled the

whole screen while verbal instructional explanations were audible,

but without the speaker being shown.

Participants were randomly assigned to the two experimental

conditions, with 11 participants in each condition. The eye

movements of each participant when engaging with the videos in

the two conditions were recorded by having the participants wear

eye-tracking glasses while learning with the video. For this, we used

a head-mounted eye tracking system (Tobii Pro Glasses 2) with a

sampling rate of 50 Hz2. The eye tracking glasses recorded (a) the

gazes of both eyes (i.e., binocular) and (b) the visual stimuli in front

of the students eyes. Students were tested in single sessions in a

windowless room.

4.2 Data preparation

Calibration of the eye tracking system to the participants’ eyes

failed in three cases. Hence, the further preparation and analysis

of the eye tracking data discussed here is based on 19 valid data

sets, ten in the high and nine in the low coherence conditions,

respectively.

For the exploration reported here of relating both eye-tracking

data and discourse analysis, we selected a particular sequence

within the videos for detailed study, preparing the eye-tracking

data accordingly. This segment concerns the presentation and

explanation of the slide already shown in Figure 4 above. The

interval of this video sequence extends from 04:42 min to 05:44

min in the videos as a whole, resulting in a duration of 62

seconds. When conducting eye-tracking experiments of this kind,

it is generally beneficial to define particular spatial areas (areas of

interest: AOIs) in the visual materials being used as stimuli so that

gaze behavior can be contrasted specifically for those areas under

differing viewing conditions. Consequently, we defined eight non-

overlapping AOIs for our complex slide, positioned with respect to

the slide as indicated in Figure 7. For ease of reference, these AOIs

were numbered so as to follow the approximate ordering of the

spoken discussion of those areas, although nothing hinges on this in

the analysis. These AOIs themselves are then kept constant across

the two experimental conditions of dynamic and static presentation

so that any systematic differences found in gaze behavior can be

attributed to variation in the conditions.

The sequence was also temporally divided into eight respective

Times of Interest (TOI) to focus comparisons further. These TOIs

are defined in broad correspondence to the AOIs: that is, a new

TOI is defined as starting as soon as the first reference in the verbal

speech is made to an element present in the corresponding AOI.

Since the signaling function in the high coherence condition was

applied by synchronizing dynamic elements with verbal speech, the

TOIs also correspond with the onset of these elements.

As explained above, the segment at issue here is concerned

specifically with presenting and explaining a graph depicting the

divergences of four previously determined individual data points

2 The choice of eye-tracker was made on the basis of the equipment

available to us at the time the experiments were performed; in general,

screen-based devices would have been more appropriate for the present

study due to the increased tracking accuracy possible. We do not consider

this to have had any deleterious e�ects for the results reported here, however,

since finer resolution was not necessary.
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FIGURE 7

AOIs for the example under discussion superimposed over the original slide.

from an overall set of 15 data points, representing children with

varying ages and variable active vocabularies. The graph itself with

its two axes of “age’ and “vocabulary’ had already been established

earlier in the video’s discourse. The visual information focusing

on the explanation of the divergences between data points and

mean values was then added in one of two ways according to the

two experimental conditions. In the dynamic version of the video

the extra information was added successively and synchronously

with the verbal speech; while in the static condition, the extra

information was already present in the new slide. In the dynamic

case, both the previously introduced parts of the graph and any

newly appearing elements remained visible until the discussion of

the divergences of each of the four data points had been concluded.

As was seen in Figure 4, the divergences discussed are shown in the

graph in terms of their relations to the mean values of the data set as

determined through multiplication formulae presented in “speech

balloons.” The data points and divergences then form the contents

of the odd numbered AOIs shown in Figure 7; the mathematical

formulae constitute the even numbered AOIs.

For the time intervals corresponding to this sequence, the raw

eye tracking data were aggregated into fixations using the default

value thresholds for fixation duration and recognition implemented

in the Tobii Pro Lab Eye Tracking software. A fixation is defined as

a time interval during which the eye gaze is maintained at a single

location. Typically, those fixations alternate with so-called saccades,

which are quickmovements of the eye to the next fixation location3.

During a saccade the eye is functionally blind. Hence, according

to the eye-mind-hypothesis (cf. Just and Carpenter, 1980), the

location of fixations can be interpreted as indicating the locus of

3 More technically, the Tobii processing software considers fixations to be

sequences of eye tracking data points where the velocity of eye movement

lies below a given threshold, by default 30◦/s; i.e., where there is not a saccade.

TABLE 1 Schematic matrix of the 64 AOIm/TOIn (m, n = 1, 2, ..., 8)

variables aggregating single fixations across the analyzed video sequence.

AOI1 AOI2 … AOI8

TOI1 AOI1/TOI1 ... ... AOI8/TOI1

TOI2 ... AOI2/TOI2

. . . ... ...

TOI8 AOI1/TOI8 AOI8/TOI8

∑
AOI1

∑
AOI2 . . .

∑
AOI8

Marginal sums for each AOIm for the whole length of the sequence (TOIs 1 to 8) are

highlighted in green. The main diagonals of the matrix, containing the eight AOIm/TOIn

(withm = n = 1, 2, . . . 8) combinations, is highlighted in orange.

visual attention, the duration of fixations can be interpreted as an

indication of the amount of visual attention devoted to the locus of

attention, and the sequence of fixations can be interpreted as the

shift from one locus of visual attention to the next.

In a second step, we further aggregated fixations into the spatial

and temporal dimensions of attention to the sequence. For each

participant, we summed fixation durations on each AOI for each

TOI, giving 8 (AOIs) × 8 (TOIs) = 64 variables representing the

amount of visual attention devoted to a specific part of the slide

during a specific time interval. The combination of AOIs and TOIs

can be visualized in a matrix as shown in Table 1.

The present analysis aims to focus on the distribution of visual

attention during the specific sequence. Absolute values of fixation

durations may then be misleading for such analysis because of

two possible measurement errors. First, even though the video has

a fixed length, participants may vary individually in the absolute

time they devoted to watching it. Second, even in the most reliable

eye tracking measures there is still some data loss–that is, fixation

durations do not necessarily sum precisely to the length of the
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TABLE 2 Means (M) and standard deviations (SD) of relative fixation durations for high and low coherence conditions on AOIs: (A) as marginal sums for

the whole length of the video sequence (left columns), and (B) for AOIn/TOIn (n = 1, 2, ..., 8) pairs.

Marginal sums (length of sequence) AOIn/TOIn (n = 1, 2,..., 8)

High coherence Low coherence High coherence Low coherence

M (SD) M (SD) M (SD) M (SD)

AOI 1 0.05 (0.06) 0.10 (0.11) 0.01 (0.03) 0.05 (0.06)

AOI 2 0.18 (0.16) 0.22 (0.13) 0.10 (0.08) 0.07 (0.10)

AOI 3 0.14 (0.08) 0.07 (0.04) 0.05 (0.06) 0.02 (0.02)

AOI 4 0.18 (0.10) 0.07 (0.07) 0.06 (0.05) 0.01 (0.02)

AOI 5 0.13 (0.07) 0.03 (0.03) 0.03 (0.05) 0.02 (0.02)

AOI 6 0.15 (0.11) 0.33 (0.23) 0.07 (0.07) 0.07 (0.05)

AOI 7 0.09 (0.09) 0.06 (0.06) 0.06 (0.09) 0.01 (0.01)

AOI 8 0.09 (0.10) 0.11 (0.08) 0.07 (0.09) 0.03 (0.04)

measurement sequence. To deal with these potential sources of

variation, we calculated a relative attention distribution value

for each of the 64 variables. This relative attention distribution

was calculated by dividing the fixation duration of each specific

AOI/TOI-combination (i.e., {AOIm/TOIn}m,n=1,2,...,8) by the sum

of all AOI/TOI-combinations for each participant.

4.3 Results

To statistically describe differences in viewing behavior between

the two experimental conditions, we performed two Analyses of

Variance (ANOVA). Both ANOVAs were conducted as a 2 × 8-

factorial design with the between-subjects factor of coherence being

high vs. low, and a within-subjects factor AOI referring to the AOIs

1 to 8, respectively.

In the first ANOVA, the dependent measure was the relative

amount of visual attention devoted to each AOI over the whole

length of the sequence. That is, for each AOI we summed up the

relative fixation times fromTOI 1 to TOI 8 for each participant. The

descriptive statistics are shown in the left-hand group of columns

in Table 2. The results revealed a significant main effect for AOI

[F_(7,11) = 3.493, p = .032, η2p = 0.69], indicating that visual

attention irrespective of the the coherence condition is not evenly

distributed across the AOIs of the sequence. This statistical result is

illustrated in Figure 8A by the zigzagging line. The main effect for

the between-subjects factor of coherence could not be calculated

with the relative sum of AOIs over the whole sequence as the

means in both conditions sum to 1. There is simply no descriptive

difference between both conditions in the relative fixation times

that could be further statistically qualified. Nevertheless, an effect

of coherence is qualified by a significant interaction between

AOIs and coherence [F_(7,11) = 4.643, p = .012, η2p= 0.75]. As

can be seen in Figure 8B, visual attention appears more evenly

distributed across the eight AOIs in the high compared to the

low coherence condition. Post-hoc t-tests with the between-subjects

factor coherence (high vs. low) for AOIs 1 to 8 respectively, revealed

the differences in AOIs 4, 5, and 6 to be significant at a 0.05 level.

After Bonferroni-correction (p = .05/8 = .006), only the relative

amount of visual attention paid to AOI 5 remained statistically

different between both conditions, however.

In order to get a clearer picture of how attention distribution

might be altered by coherence between the spoken language and

the visual information we conducted a second ANOVA with just

the eight AOI/TOI-pairs lying on the diagonal of the AOI/TOI-

matrix (i.e., {AOIn/TOIn}n=1−8, cf. Table 1). The rationale for this

analysis is the assumption that these pairs should better reflect

the “cohesion path” of the video as grouped around both the

spatial areas and the temporal intervals relevant for each AOI/TOI

pair. The descriptive statistics for this are shown in the rightmost

columns of Table 2. Results again revealed a significant main effect

for AOI [F_(7,11) = 3.292, p = .038, η2p = 0.68], indicating that

visual attention irrespective of the videos’ coherence is not evenly

distributed across the AOIs of the coherence path. This statistical

result is illustrated in Figure 9A, again by the zigzagging line. The

ANOVA also revealed amain effect for coherence [F_(1,17) = 9.773,

p = .006, η2p = 0.37] indicating that the amount of visual attention

paid on the coherence path of a video varies with the coherence

of the video. Indeed, while in the high coherence condition more

than 45 percent of the measured visual attention was paid on the

coherence path on average (SD = 15.53), this attention sums up

to only 27 percent in the low coherence condition on average

(SD = 8.74). This effect is illustrated in the right-hand panel

of Figure 9. With the exception of AOI1/TOI1, the line for the

high coherence condition is above the line for the low coherence

condition. The interaction between AOIs and coherence failed

statistical significance however, albeit only just [F_(7,11) = 2.903,

p = .056].

4.4 Discussion

Taken together, the experimental study revealed that

participants gaze behavior was affected by the two presentation

conditions. Concerning the overall distribution of visual attention

across the most relevant parts (AOIs) of the slides, signaling

the relevance of these parts dynamically and synchronously

with the verbal speech (i.e., the high coherence condition) led
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FIGURE 8

Distribution of visual attention (expressed in relative fixation durations) over AOIs for the whole length of the sequence (i.e., summed up over TOIs),

(A) averaged across all participants (left panel), and (B) di�erentiated between high and low coherence conditions (right panel).

FIGURE 9

Distribution of visual attention (expressed in relative fixation durations) over AOIs for their specific TOIs (A) averaged across all participants (left panel),

and (B) di�erentiated between high and low coherence conditions (right panel).

to a more even distribution of attention compared to a static

slide presentation lacking these signals (i.e., the low coherence

condition). Although the η2p-value of this shift (i.e., the interaction)

indicates this effect to be (very) large, we could hardly identify

single AOIs to explain it, probably due to the effect working in

both directions. Descriptively, four AOIs gain more attention

(3, 4, 5, and 7) and four AOIs gain less attention (1, 2, 6, and

8) in the high compared to the low coherence condition. More

remarkable from a descriptive perspective is that the divergence

between the two conditions appears to be high in the middle

AOIs (3–6) while the gaze behavior on AOIs 1, 2, 7, and 8 appears

comparable. Intuitively, a growing divergence is reasonable

since the time lag of appearance for the AOIs between high

and low coherence conditions also grows from AOI 1 to AOI 8.

However, the validity of this interpretation is called into question

by the similarly low attention devoted to AOIs 7 and 8 in both

conditions.

Shifting the focus from overall attention distribution to a

path-like measure revealed an even more differentiated picture

of the participants’ gaze behavior. First, participants in the high

compared to the low coherence condition spent much more time

on an AOI when it was first referred to (i.e., the AOI/TOI-

pairs in the diagonal of the AOI/TOI-matrix, cf. Table 1). This

shift indicates how much additional visual attention is pulled to

these AOIs by signaling features. That is, the signaling causes the

gaze behavior to more strongly follow the coherence path of the

video, and, thus, presumably homogenizes the gaze behavior to be

more similar between participants in the high coherence condition.

While the conclusion “signaling draws attention” appears trivial

at first glance, attention to an educational video is assumed to
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serve the purpose of learning its content. That is, in order to

understand the capability of signals to draw attention, we need to

bring together actual attention allocation (i.e., the empirical gaze

behavior) with the presumed functions of particular signals for

the cohesive structure of a video. This is then what remains to be

addressed by the formalmultimodal description of thematerial that

we now present.

5 Correlating the eye-tracking study
and the cohesion study

So far in this paper we have provided two building blocks for

approaching explanation videos empirically. First, we introduced

a detailed annotation scheme for any explanation videos exhibiting

multimodal complexity. Second, we showed differences in observed

gaze behavior for video presentations contrasting with respect to

their synchronization of visual information and accompanying

spoken language. In this section we attempt to triangulate aspects

of the discourse structure revealed by our annotation against the

variation observed by the eye-tracking data.

This will serve several functions. First, it is necessary in general

to provide empirical support for the kinds of distinctions shown in

the discourse analysis; differences in discourse organization should

correlate with differences in measurable behavioral factors among

recipients. If this were not the case, then we have no basis beyond

purely theoretical argument that the discourse analysis is actually

capturing significant aspects of the objects analyzed. Second, and

more specifically, if we canmatch formal properties of the discourse

analysis with attention allocation, then we will be one step further

toward being able to provide a systematic way of predicting to

what extent particular video designs may help guide attention. By

these means we may begin to isolate characterizations of signaling

properties that are anchored both in fine-grained details of form

and in predictions for reception effects. It must be noted, however,

that the extent, if at all, that correlations can be found between a

detailed cohesion analysis of multimodal text organization and the

reception of texts so analyzed remains an open research question

at the present time. Indeed, as we shall see, this is a complex

undertaking that requires significant further work.

5.1 Cohesion analyses of the selected
contrasting examples

As explained above, in order to organize the eye-tracking data

for comparison across experimental conditions, it was useful to

identify specific spatio-temporal segments for close attention. A

similar range of considerations now needs to be applied to the

cohesion analysis since the cohesion analysis of a segment of video

provides only a snapshot of the relations holding between elements

within that segment. That snapshot is “static” in the sense that all

the cohesive relations constructed during the segment are recorded

and made accessible for analysis.

To relate such “synoptic” analyses to the unfolding of a

viewer’s understanding of a video, therefore, we need in addition

to incorporate the theoretical construct of logogenesis (Halliday and

Matthiessen, 2013, 63), which sees texts articulating structures and

relationships over time as they develop. For linear monomodal

written text, this development is essentially one dimensional,

although the structures and relationships constructed are generally

more complex. In the multimodal audiovisual case, the situation

is more complex still as the material can also include multiple

simultaneous strands of development. These strands are what are

captured in the overall cohesive analysis as illustrated above in

Figure 6.

We can capture the dynamic unfolding of multimodal texts

by augmenting the synoptic cohesion diagrams in two ways. First,

we employ a notion of a textual “now” that moves successively

downwards through the diagram as the text unfolds. Cohesive

relationships that have not yet beenmade with respect to this “now”

cannot have an influence on discourse construction and so are

considered inaccessible for purposes of characterizing the point-

by-point cohesive organization of the text. And second, we focus

on just those portions of the cohesive analysis that are “present”

with respect to the temporal “now.” This is particularly important

for considering the consequences of the overall difference between

the static and dynamic experimental conditions. Since the static

condition does not allow any development of the contents of slides

during the presentation, this corresponds to a restriction to the

possibilities of the material of the medium: in short, the canvas (see

above) is restricted so that it is not dynamic. As we shall see in a

moment, this change in canvas means that the synoptic description

of the cohesive relations applying may also change in quite specific

ways.

The inclusion of these dynamic aspects allows us to draw a

natural connection with the methods employed in the eye-tracking

study. We first focus on portions of the overall cohesive analysis by

selecting just those cohesive chains representing elements present

visually within the defined AOIs. An AOI then corresponds to a

subset of the cohesive chains in the cohesion diagram overall. We

also define respective “now” intervals to correspond to the defined

TOIs of the eye-tracking study. Combining these two aspects allows

the temporal and the visuospatial restrictions to provide regions

within the cohesion analysis that, on the one hand, may be used

for calculating spatiotemporally restricted cohesion statistics of

various kinds and, on the other hand, may be compared with the

corresponding AOI/TOI figures provided by the eye-tracking data.

We hypothesize that such cohesion statistics will differ according to

whether the visual information is aligned with the spoken language

or not.

The change in experimental condition also has consequences

for the cohesive chain diagrams concerning the temporal intervals

involved. Whereas in the static condition, some element would be

present for the entire time that that visual is “on screen”—typically

for the entire duration of a single slide, in the dynamic condition the

same element may appear and disappear even within the duration

of a single slide. This means that the corresponding cohesive chains

have different temporal extents across the two conditions, resulting

in connecting arrows of different lengths in the diagrams.

As a concrete example of this, we can contrast the diagrams

constructed for a selected area of interest in both the static

and dynamic video conditions. Figure 10 shows corresponding

cohesion diagrams for AOI7 in the two conditions. As noted

above, the basic multimodal “make-up” of odd and even numbered
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FIGURE 10

Cohesive chains AOI7 for both static and dynamic conditions. The green band running across both figures indicates the defined time of interest

(TOI7) from the eye-tracking study. Anaphoric and co-phoric links are marked as before.

AOIs respectively is consistent within each group in that the odd

numbered AOIs refer to the data points and the even numbered

AOIs refer to the mathematical call-outs. In this sense, AOI7

serves as an exemplar for all odd-numbered AOIs. However, AOI7

is also a region that exhibited a considerable difference between

the static and dynamic conditions in the eye-tracking data (cf.

Figure 9) and so is an interesting case to consider. Diagrams for

all the AOIs from the study in both conditions are given in the

Supplementary material.

Contrasting the two diagrams for AOI7 reveals two prominent

points of difference. First, among the visual elements forming

cohesive chains, there are temporal disparities across the static and

dynamic conditions concerning both the occurrence of those visual

elements and, consequently, their establishment of references. And

second, the distribution between anaphoric and co-phoric relations

appears quite different. Under the static condition, the cohesive

references are primarily of an anaphoric nature (giving 11 such

relations in total), while co-phoric references are notably sparse

(2 in total), occurring around the 4:50 minute mark; conversely,

in the dynamic condition this distribution reverses giving a

more balanced distribution between co-phoric (6) and anaphoric

references (7). Thus, in the static condition, visual cohesive chain

elements appear “earlier” and so establish references to other

elements in different cohesive chains earlier as well. In the dynamic

condition, the same visual elements occur and build references

“later”—in this case almost exclusively within the time of interest

defined for the AOI as indicated in the figure. The verbal elements

TABLE 3 Counts of anaphoric and co-phoric references per AOI and per

condition (dynamic vs. static).

AOI# Dynamic Static

Anaphoric Co-phoric Anaphoric Co-phoric

AOI1 8 6 8 6

AOI2 2 4 5 1

AOI3 7 6 11 2

AOI4 1 3 3 1

AOI5 7 6 11 2

AOI6 1 3 3 1

AOI7 7 6 11 2

AOI8 1 3 3 1

offer an exception to this general contrast, however, since they

engage in phoric relations at the same time in both conditions.

Their temporal information therefore remains the same, although

the specific types of phoric relations holding are determined by the

relative temporal positions of the elements being related and so

vary.

This pattern of difference can be observed across all the AOIs,

as can be seen visually in the graphs in the Supplementary material.

But we can also capture this quantitatively by considering the

overall counts of the different phoricity types between the static
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and dynamic conditions and across the defined AOIs. These are

tabulated in Table 3. We see here that the number of anaphoric

and co-phoric references under the static condition differ greatly

compared to those in the dynamic version in general. This can be

explained due to the fact that in the static case, visual elements do

not occur successively but all at the same time and so appear earlier

in the discourse compared to the dynamic condition where, again,

elements occur synchronously to verbal speech. The temporal

development of the verbal speech itself in both versions remains the

same. Taking these points into consideration, consequently, there

are more anaphoric references present in the video under static

conditions and far fewer co-phoric ones, whereas under dynamic

condition this distribution is more leveled.

Another way of bringing out the differences in cohesion

analysis across the two experimental conditions is to compare the

proportions of the distinct types of phoricity relations. For this,

we scale the absolute count of phoricity relations, anaphoric or

co-phoric in the present case, by the number of cohesive chains

in the focused area of interest overall. The reason for this is to

avoid over-scoring particular regions simply because they have

more elements being related. This is a loose correlate of scaling

done for the eye-tracking data concerning the absolute sizes of the

areas of interest. Whereas a larger area might be expected to receive

more fixations simply by chance, here we might expect there to

be more cohesive relations simply because of more elements being

present. Graphs of the scaled results, separating out anaphoric and

co-phoric relations across both the experimental conditions and the

AOIs are shown in Figure 11. Here the difference in behavior is very

clear. In the static condition the proportion of co-phoric references

dramatically decreases after AOI1; since the visual elements are, by

and large, already present, most relations are necessarily anaphoric,

although there is systematic variation between the odd and even

AOIs, again reflecting their distinct compositions as set out above.

In the dynamic case, there is a far more even use of co-phoric and

anaphoric cohesive links. Considering just the phoric relation totals

as shown on the right of the figure, the difference in use across

conditions is highly significant (χ2
= 12.042, df = 1, p = .0005).

The graphs also suggest that there are marked differences

between the odd and even AOIs. This is suggestively similar to

the differences in fixation times observed in the eye-tracking data

above. As noted there, the even and odd AOIs are rather different

in their multimodal composition (cf. Figure 7). This appears to be

reflected in their cohesive properties as well, although the situation

quantitatively is less clearcut. Grouping the odd and even AOIs and

comparing those groups’ total phoricity counts within conditions

and across anaphoric and co-phoric references shows a mixed

picture. In the dynamic case, differences in the counts for anaphoric

and co-phoric relations fall just short of significance at the 95% level

(Fisher’s exact test, p = .0596). For the static case, no significant

difference in raw counts is found at all (Fisher’s exact test, p =

1). Similarly, looking instead at the proportions of anaphoric and

co-phoric relations with respect to the total number of available

elements across the even and odd AOIs in the two conditions

shows an identical pattern: the proportion of anaphoric references

increases from dynamic to static, and the proportion of co-phoric

references decreases from dynamic to static. Thus, although the

counts and the proportions are different for the odd and even AOIs,

the pattern of change remains the same and so we will not consider

these differences in AOIs further below. More data exhibiting these

and other differences in multimodal composition might well show

differences, but from the data at hand we can make few predictions.

5.2 The relation to the eye-tracking results

The analysis so far demonstrates that there are substantial

differences between the two conditions in terms of their respective

cohesion analyses. The contribution of the various AOIs appears

of less significance. It remains to be seen, however, whether any

of these differences stand in any specific relation to the differences

found in the eye-tracking study.

In order to explore this question, the cohesive relation data

was augmented further with time-dependent information to reflect

more accurately the unfolding nature of the “text” and its

logogenesis. The starting and ending points of each cohesive

relation present in an AOI analysis were classified with respect to

their temporal position relative to the specified time of interest

of that AOI. The temporal relations adopted were based on

the standard relations from Allen (1983) interval calculus: i.e.,

intervals may overlap (extending before, after, or both), be entirely

contained one within the other, or be disjoint. Following this step,

each cohesive relation was annotated additionally according to

its phoricity status, the respective time intervals of the elements

between which the cohesive relation holds, and the temporal

ordering relation of these two intervals with respect to the relevant

TOI.

There are then several possibilities for evaluating the data

further. To begin, we can again examine the cohesion data

“internally” to see if there are other relationships among the

calculated features to be brought out. For current purposes this

was done by creating generalized linear models to see if selected

dependent variables can be “predicted” from other variables in

the data. An informal description of this process for multimodal

data is given by Bateman and Hiippala (2021); technical details of

the technique are, for example, given by Baayen (2008). Following

this method, we first examined whether any combinations of the

just described annotations added for each cohesive link would

function as effective predictors of the experimental condition.

That is, we see to what extent the annotation properties group

differently according to whether they are drawn from the static

or the dynamic condition. On the basis of the visualizations

of the cohesive relations for the AOIs given above and in the

Supplementary material, one would expect this simply because the

configurations look very different.

The regression model produced in this case indeed shows that

there is indeed a significant contribution to the prediction of the

condition as being either “static” or “dynamic” made by the starting

interval of the cohesive relation when it is positioned either inside

(p = .04) or overlapping after (p = .0002) the respective time

of interest (see the Supplementary material for the full model).

There is also a significant contribution for the interval to which

the cohesive relation is referring when that interval is overlapping

after as well (p = .04). A small contribution (p = .07) is also

made by AOI1, which stands out from the other AOIs as already

indicated in several of the graphs and counts above. These results
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FIGURE 11

Respective proportions of anaphoric and co-phoric relations across the distinct AOIs and conditions. Left: across AOIs; right: di�erence in count

totals across conditions.

TABLE 4 Mixed e�ects model for predicting gaze duration on the basis of phoricity.

Formula: value ∼ anaphoric + “co-phoric” + (1 | AOI)

Fixed effects:

Estimate Std. Error df t value Pr( >|t|)

(Intercept) 0.063778 0.013375 6.253648 4.769 0.00277 ∗∗

Anaphoric -0.005689 0.001522 9.201333 -3.738 0.00446 ∗∗

Co-phoric 0.003951 0.002327 12.566915 1.698 0.11409

---

Signif. codes: 0 “ *** ” 0.001“ ** ” 0.01 “ * ” 0.05 “.” 0.1 “ ” 1

The probability of the named variable’s contribution to the prediction including zero is shown in the final column. The Estimate column gives the coefficients of the named variables, i.e., just

how much they influence the prediction. The other values in the table give a sense of the variability and significance of that influence. The full table is available in the Supplementary material.

are consequently more or less direct corroborations of the visual

impressions from the contrasting graphs.

More relevant for our purposes of triangulation is then the

relationship between the cohesion configurations and the eye-

tracking data. For this, we take the relative gaze duration figures

for the two conditions and the various AOIs as given in the right-

hand columns of Table 2 above. We then seek to see if these values

can be “predicted” by some combination of the annotated cohesive

features. To the extent that it is possible to predict durations on

this basis, we would have shown that the cohesion analysis offers

a proxy for at least some of the behavioral properties that can

be measured in reception studies. To establish this prediction, we

construct generalized linear models as before, exploring several

possibilities.

For our first model we took the same annotated cohesion

data as above but used the relative duration times as the values

to be predicted rather than the experimental conditions. Since

the distinct AOIs had not not been found to show any particular

individual influences before, we now took them as a random

effect to produce a mixed effect model. Random effects in a

generalized linear model are used to capture variables whose

values are not expected to contribute systematically to a prediction,

instead contributing “noise” potentially reducing the efficacy of

the model as a whole (Baayen et al., 2008). The results were then

identical to the previous internally generated model: here again

the TOI-dependent relations of “overlapping after” and “inside”

showed themselves to make statistically significant contributions to

a prediction of relative duration. This is consequently interesting as

a first triangulation step, suggesting that there are indeed systematic

correlations to explore.

To test this further, we next considered a variant of the previous

model that instead grouped all of the results for the distinct AOIs

together rather than keeping them separate. A model of this kind

might plausibly reflect our experimental situation more accurately

since we hypothesize that it will be overall cohesive properties of an

AOI that play a deciding role and not individual cohesion relations.

The data here was therefore aggregated by conditions and AOIs

so that counts for each of the phoricity relations were available;

these were similar to the counts given in Table 3 but excluded any

references to, or from, relations fully outside of the time of interest.

The results here need to be treated with some caution, however, as

we then only had 16 individual data points (i.e., 2 conditions across

8 AOIs). Moreover, the relative temporal information appeared

to mask, or outweigh, the phoricity information as only the

former appeared (again) to have a statistically significant effect.

Consequently, to focus on these relations more particularly, we

constructed a final mixed effects model that only related phoricity

relations with the relative gaze durations for the conditions and

AOIs, treating AOIs as random effects as before. The results of

this model are summarized in Table 4 (the full table is given in the

Supplementary material).

Here we can see that there is, indeed, an apparently (highly)

statistically significant contribution from anaphoric references (p

= .004), although their effect on the corresponding relative gaze

duration remains small. Nevertheless, we can take this as at

least preliminary supporting evidence that a description of the
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development of the video in terms of multimodal cohesion may

leave measurable effects on properties such as gaze duration. It

is interesting in the current case that the experimental condition

did not make a significant contribution when added to the model.

This may fit well with the “mixed” nature of the experimental

stimuli. For example, as we have discussed above, it is not the

case that all AOIs behave differently in the two conditions: the

material presented concerning AOI1 appears at the very beginning

of the video segment analyzed and is consequently uniform across

both conditions. This might restrict the ability of the model to

distinguish cohesion configurations on the basis of the condition,

but the effect of anaphoricity on relative gaze duration remains.

Here we need to move to more corpus-oriented evaluations

applying the same techniques as set out here but on a larger scale.

Considering the results overall, however, we can now attempt to

make some preliminary hypotheses concerning how the cohesive

analysis and the eye-tracking data may be brought into closer

alignment. As discussed in the discussion of the eye-tracking

results, the “high coherence,” or dynamic, condition appears to raise

the allocation of attention to the AOIs concerned considerably;

this was evident in the difference shown between attention on

the “diagonal” components of Table 1 in the two conditions.

When examining the cohesion analysis of the two conditions as

summarized in Figure 11, there also appears to be a considerable

difference between the conditions and, in particular, with respect to

the way in which the anaphoric and co-phoric contributions relate.

In short, in the dynamic condition, there is a considerable

overlap among the number of anaphoric and co-phoric

contributions active across the AOIs. In contrast, in the static

condition, these respective contributions quickly separate, leaving

the large majority of cohesive links to be filled in anaphorically.

This suggests the hypothesis that maintaining co-phoric relations

may well increase the likelihood of attention being maintained

and could even serve as a beneficial scaffolding device encouraging

information integration. This is quite plausible and corresponds

well to the general notions of signaling and cueing described

above; here it is additionally significant, however, that we have

begun to show how such results may be generated by empirical

triangulation. Moreover, in terms of potential refinements for

eye-tracking studies, this could well be explored further by paying

particular attention to, for example, integrative saccades within

AOIs across the contrasting conditions as suggested for quite

different media by Holsanova et al. (2008).

6 Discussion and explorations

There are clearly still considerable issues of both theoretical

and practical import to consider in the relationship between

multimodal cohesion patterns and their potential input to the

comprehension process. Something of the nature of this gap can

be shown by explicitly contrasting the overall metrics obtained

from cohesion analysis for the AOIs in the two conditions with

the relative gaze duration graphs in Figure 9 above. As would

be expected, the relative gaze duration figures show much more

variation than that derived purely from the cohesion analysis. These

can be compared directly by examining a combined measure of

the contribution of cohesion shown in Figure 12. The values in

this figure are derived from the respective anaphoric and co-phoric

proportions in a manner that attributes higher “scores” when the

differences between anaphoric and co-phoric proportions are small,

and lower “scores” when the phoricity relations are further apart.

The circled points show the AOIs where this metric is equal across

conditions.While some of these correspond approximately with the

relative gaze durations, there are many cases which do not. We see,

for example, that AOI6 scores equally across conditions, whereas

AOI7 scores maximally differently. Although this aligns well with

Figure 9, the equal scores of AOI1, AOI4 and AOI8 clearly do not

align and so the model needs further refinement.

Many issues concerning how we might progressively bring the

results closer together relate to aspects of logogenesis, i.e., the

way in which we can formally characterize how a multimodal text

is developing. There are a number of places where this may be

expected to have significant consequences for attention allocation,

and so dealing with each of these may improve the match between

behavioral measures such as eye-tracking on the one hand, and the

formal discourse analysis on the other. This in fact offers a research

agenda with particular concrete steps for future investigation.

An illustration of the crucial role of logogenesis and explicit

consideration of the “unfolding” of the text is offered by Figure 13.

This cohesion diagram shows the cohesive links between chains

for the static case of our area of interest AOI3. Here we can

clearly see the potentially problematic phenomenon discussed

above where visual material is introduced but only referred to

verbally much later in the video’s development. Thus, on the left-

hand side of the cohesion diagram we see the chain constructed

by the verbal language containing a densely packed sequence of

references to various visual aspects of the slide being presented

as also seen in several of our diagrams above. These connections

appear as anaphoric (red) links back to the respective chains of

those referents. However, we also see two co-phoric relations (blue)

among the visual elements occurring between 4:40 and 4:50 min.

These ties are established by two arrows shown on the presentation

slide (cf. Figure 4) that function as visual depictions of distances

between values in the graph.

In our present scheme, establishing the status of ties as either

anaphoric or co-phoric relies upon the strict temporal relations

holding between the temporal intervals of the elements involved.

This is evident in the diagram since the verbal references clearly

follow the appearance of the referenced visual elements as shown

by the earlier beginning of the corresponding vertical chains,

and so are classified as anaphoric, whereas the co-phoric ties

appear because co-referential visual elements appeared at the same

time. While this is formally correct, such information may be

dealt with differently by viewers because links may only become

relevant when corresponding verbal references are made: up until

that point, the information is visually present but, quite possibly,

unattended to. This means that certain relations may be formally

anaphoric and co-phoric as described, but may in reception

function co-phorically when triggered within the time of interest

indicated because this is when the corresponding verbal references

occur.

Consequently, on the one hand, there may be conditions under

which a visual element that is already present (and hence formally

anaphoric) may function analogously to a co-phoric relationship

when referenced verbally. Nevertheless, on the other hand, the fact
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FIGURE 12

Aggregated cohesion metric for the two conditions across AOIs.

FIGURE 13

Cohesive chains present in the static version of AOI3. The defined time of interest is marked by the green band; cohesive references are the

horizontal or diagonal lines connecting vertical cohesive chains as above.

that a visual element appears just when it is referenced is also likely

to exhibit a distinct and additional signaling effect of its own. That

is: material that has been in the visual field for some time (as holds

in the present case) and cases where the information freshly appears

(which occurs in cases discussed above where the relevant cohesive

chains begin within the time of interest) may need to be treated

differently. Characterizing the consequences of these differences

in the formal discourse analysis is then a clear challenge for the

future and is consequently now placed prominently on our research

agenda.

We begun in the previous section to treat such cases by

additionally incorporating temporal relations calculated with

respect to the specified TOI. This means that the vertical chains

involved in the co-phoric relationships shown in the figure are

annotated temporally as standing in a “contains” relationship

because of the overlap seen between their temporal extents and

the TOI. But we were not able to derive further significant results

concerning the effects of such temporal relationships. This may be

due to the extreme nature of the experimental contrasts adopted.

The static condition often shows, as visible in the figure, no

co-phoricity, whereas the dynamic condition is already highly

synchronous. In designs where this degree of synchronicity is not

achieved, it may well be the case that we would begin to see more

effects of potentially conflicting temporal information.

We will need to engage with the effects of such configurations

more deeply. We might usefully consider, for example, the varying

conditions under which the formally distant co-phoric relations

visible in Figure 13 may be “brought into” the green zone of

temporal interest by verbal (and other) signaling. If, for example,

there weremany potential referents in the visual field and the verbal

signal was insufficiently precise to discriminate effectively, then one

would expect that the difference between an element already being

visually present and appearing temporally synchronized would

have greater consequences. Such differences have also been studied

in the area of multimodal referring expressions (e.g., van der Sluis

and Krahmer, 2007), which could well provide useful additional

input. This is also where we would place further signaling strategies

such as spoken prominence, deictic gestures, and similar.

It is also likely that it is not only the bare presence of an

anaphoric relationship that plays a role, since such relationships
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may stretch over very different temporal intervals, corresponding

to more straightforward “distance” in linear monomodal written

text. When the differences in such temporal intervals become large,

as is often the case in static presentation slides, corresponding

references may fail to serve as effective guides of attention. In

contrast, anaphoric references with small temporal differences

between participating elements may then merge functionally with

the effects of co-phoric references. Given this hypothesis that

more “distant” anaphoric references then might not effectively

guide attention, whereas “close” anaphoric as well as co-phoric

ones might, our results could be further refined by employing

restrictions responsive to these temporal differences. As there

are, as discussed above, greater temporal differences between two

elements engaging in a phoric relation under the static condition,

this would motivate the hypothesis that for most of the anaphoric

references in the static case, cohesion has not been so successfully

signaled and thus attention was not being guided well.

Just how “forcibly” potential cohesive relations may be brought

into the relevant temporal interval may then depend on a range

of “signaling” or cueing factors that can now be studied more

systematically for their effects. Moreover, as mentioned in Section

3.2 above, we have focused for current purposes specifically on

multimodal cohesive relationships based on co-referentiality, but

there are several further kinds of relationships that it would be

natural to add, such as verbal stress and intonation on certain

cue words, or cohesion based on form (e.g., color), and linking

cohesion, such as causal and other types of connectives. All of

these would be hypothesized to have effects suggesting that certain

textual elements stand in specific relations to one another and so

extend the texture of our discourse representation. These should all

in the future be brought together for a more complete account of

discourse signaling within a single integrated framework, for which

the scheme defined here offers a robust foundation.

7 Conclusions and future work

In this paper, we have extended a previously introduced

systematic, fine-grained annotation framework (Bateman et al.,

2021) designed for the purpose of generating cohesion structures

in explanation videos and explored whether differences in cohesive

organization could be related to gaze data. For this, we drew on

results from an earlier eye-tracking study which measured gaze

behavior among a set of subjects for specific areas of interest of an

explanation video. Comparing those eye-tracking results with the

cohesive discourse structures of those AOIs supported the notion

that fixation duration on areas that were referenced in the discourse

in a synchronous manner showed differences characterizable in

terms of phoricity relations. However, this hypothesis necessitates

considerable further quantitative evaluation as well as extensions

concerning the circumstances and variables to be drawn from

the discourse analysis. Several directions for such extensions were

outlined in the discussion in Section 6.

Our preliminary findings, upon which future work can build,

suggest that co-references between two textual elements that are

established more or less synchronously to the emergence of those

elements will be more in line with established signaling principles.

This means that textual elements referencing each other should

appear within a relatively similar timeframe in the discourse

of the video (i.e., be co-phoric references) and be discoursally

coherent as well. This offers potential support most directly for

Mayer’s principle of temporal contiguity (Mayer, 2009), but goes

considerably further in tying our findings to specific identifiable

elements in the overall multimodal presentation, rather than to

notions of “text” and “image” as units. This makes it possible

to pursue more fine-grained extensions of signaling accounts by

examining more closely differences brought about by both the

form of elements standing in cohesive relations and their precise

temporal relationships, as set out in Section 6. This should allow us

in subsequent research to scrutinize just those discourse structures

that offer the most effective signaling possibilities at arbitrarily fine

scales as might be needed for individual presentations..

Although we have outlined discourse structures that can serve

as a scaffold for placing previous proposals for signaling principles

in order to probe them further empirically, the present study

has only focused on two possible and very distinct presentation

styles for explanation videos. Empirical data involving a wider

range of “mixtures” between the extreme cases of synchrony and

non-synchrony of spoken language and visuals need now also to

be considered systematically. This may then assist in reducing

the “gap” observed between the current predictions that we can

make on the basis of a thin slice of cohesion analysis and the

variations found in the eye-tracking data by adding the kinds of

effects and refinements to the model discussed in Section 6. Taken

together, these points serve to define a set of clear research goals

offering potentially beneficial results both for the practical task of

characterizing explanation video design in a manner supportive of

predictions concerning attention and effect and for the theoretical

goal of improving the nature of multimodal discourse analyses.

In the future, therefore, through triangulating pedagogic,

linguistic and multimodal theories for methodological purposes,

we aim to establish more robust foundational frameworks

capable of serving as a meta-language for annotations of

empirically observable audiovisual linguistic phenomena relevant

for theoretical learning principles as well. When applied to

larger corpora, such a meta-language may then be standardized

for broader quantitative research designs. Given the increasing

prevalence of audiovisual learning materials, which present an

intricate and challenging terrain for empirical research concerning

their facilitation of positive learning outcomes, this undertaking is

certain to become ever more important.
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