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Linguistic patterning of laughter 
in human-socialbot interactions
Nynaeve Perkins Booker *, Michelle Cohn  and Georgia Zellou 

Phonetics Lab, Department of Linguistics, University of California, Davis, Davis, CA, United States

Laughter is a social behavior that conveys a variety of emotional states and is also 
intricately intertwined with linguistic communication. As people increasingly 
engage with voice-activated artificially intelligent (voice-AI) systems, an 
open question is how laughter patterns during spoken language interactions 
with technology. In Experiment 1, we  collected a corpus of recorded short 
conversations (~10  min in length) between users (n  =  76) and Amazon Alexa 
socialbots (a voice-AI interface designed to mimic human conversational 
interactions) and analyzed the interactional and pragmatic contexts in which 
laughter occurred. Laughter was coded for placement in the interaction relative 
to various speech acts, as well as for phonetic patterning such as duration 
and voicing. Our analyses reveal that laughter is most commonly found when 
the content of Alexa’s speech is considered inappropriate for the discourse 
context. Laughter in the corpus was also largely short in length and unvoiced– 
characteristics which are commonly associated with negative social valence. 
In Experiment 2, we found that a separate group of listeners did not distinguish 
between positive and negative laughter from our dataset, though we find that 
laughs rated as more positive are also rated as more excited and authentic. 
Overall, we discuss our findings for models of human-computer interaction and 
applications for the use of laughter in socialbot conversations.
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1 Introduction

Increasingly, people are using spoken language to interact with technology, such as with 
voice-activated artificially intelligent (voice-AI) assistants (e.g., Apple’s Siri, Amazon’s Alexa, 
Google Assistant, Microsoft’s Cortana). Voice-AI assistants are often employed in request- or 
task-based interactions, such as making calls, setting timers or playing music (Ammari et al., 
2019). Starting in 2017, users who wish to have a casual chat with an Amazon Alexa socialbot 
can do so via the Amazon Alexa Prize competition; anyone with an Alexa-enabled device can 
talk with one of several “socialbots” designed at various universities (Ram et al., 2018). Rather 
than taking part in solely task-based interactions (e.g., “Turn on the light,” “Set a timer”), these 
socialbots (more generically, this type of application is known as a “chatbot”) are voice-AI 
conversational agents who engage with users in non-task-based and naturalistic chit-chat on 
various topics (e.g., movies, music, sports). Recently, the development and public availability 
of OpenAI’s conversational AI ChatGPT (OpenAI, 2022) has also been a huge advancement 
in chatbot development and its public perception, as AI is now better able to assess user 
intentions and generate more human-like discourse. As this conversational use of devices 
continues to grow, it becomes even more important for researchers to understand the social 
mechanisms that underlie interactions between humans and machines.
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1.1 Theoretical frameworks in 
human-computer interaction

Theories of technology equivalence, such as the Computers Are 
Social Actors framework (“CASA”) (Nass et al., 1994, 1997), propose 
that people apply the same social norms and conventions from 
human-human interactions to human-computer interactions, 
provided that they perceive the computer as human-like in some way. 
Voice-AI assistants such as Siri or Alexa have gendered names and 
voices (Habler et al., 2019) and thus are perceived as more human-like 
through those characteristics. Previous studies have investigated 
whether people replicate social dynamics of language use based on 
their perception of a device’s demographic characteristics; social 
factors such as gender (Cohn and Zellou, 2019; Zellou et al., 2021) or 
age (Zellou et al., 2021) mediate the ways in which we communicate 
with voice-AI assistants. Indeed, there is evidence demonstrating that 
within human-computer interactions, gendered patterns of phonetic 
alignment do exist (Cohn and Zellou, 2019; Zellou et al., 2021) and 
gender stereotypic effects are maintained (Nass et al., 1997). Other 
behaviors have also been shown to transfer from human-human 
interaction to interactions with devices; for example, Cowan et al. 
(2015) found that humans show similar patterns of linguistic 
alignment toward both device and human voices. Also, Ho et  al. 
(2018) observe that positive effects resulting from emotional 
disclosure persist in interpersonal relations with chatbots.

Alternatively, it is also possible that alongside increasing 
familiarity with devices, people have developed specialized routines 
for human-computer interaction. Routinized accounts (Gambino 
et  al., 2020) expand on equivalence accounts, proposing that in 
addition to applying social norms from human-human interaction, 
people also establish separate computer-specific scripts for 
conversation based on their real experiences interacting with 
technology. Work by Johnson and Gardner (2007) supports this by 
demonstrating that people do not treat computers as the same as 
humans, rating information provided by a computer as lower quality 
and themselves as being less influenced by the computer interlocutor. 
There is also some work showing that people show distinct speech 
learning patterns when they think they are hearing speech from a 
human vs. a device (Zellou et  al., 2023) as well as work showing 
distinct speech patterns with voice-AI assistants (Cohn and Zellou, 
2021; Cohn et al., 2022), also consistent with routinized accounts. It 
remains to be  seen exactly to what extent human patterns of 
communication are maintained in human-computer interaction, and 
whether more unique patterns of interaction will emerge as 
naturalistic interconnection with devices is more common 
and normalized.

1.2 Laughter during human-human 
communication

In order to uncover the social and linguistic factors that govern 
user interactions with socialbots, the current study focuses on the use 
of laughter in spoken interactions. Laughter appears in highly similar 
forms across a wide range of cultures and languages (Edmonson, 1987; 
Sauter et al., 2010; Mazzocconi et al., 2020; Bryant and Bainbridge, 
2022). While often associated with humor and joy, laughter can 
communicate complex emotional states such as romantic attraction 

(Rathcke and Fuchs, 2022), irony (González-Fuente et  al., 2015; 
Mazzocconi et al., 2021), awkwardness (Osvaldsson, 2004; Mazzocconi 
et al., 2020; Mazzocconi and Ginzburg, 2023), and embarrassment 
(Proyer et al., 2013; Mayer et al., 2021), and signaling affiliation or 
asserting dominance (Wood and Niedenthal, 2018). For example, in 
an investigation performed by Provine (2001), only 10–20% of 1,200 
analyzed instances of laughter were related to humor. Laughter is also 
observed in many different domains, such as clinical and educational 
settings (Adelswärd, 1989; Holt and Glenn, 2013; Beach and Prickett, 
2017) as well as in casual friendly conversations (e.g., Vettin and Todt, 
2004; Fuchs and Rathcke, 2018). Laughter in conversation has 
frequently been examined using conversation analysis frameworks 
(Jefferson et  al., 1977; Jefferson, 1984; Glenn, 2010; Berge, 2017), 
which has revealed that laughter is highly ordered (Holt, 2011) and 
employed strategically and systematically in conjunction with speech 
(Glenn, 2003). In particular, laughter plays a role in pragmatic 
discourse, often found as a response to pragmatic and social 
incongruities in speech (Ginzburg et al., 2020; Mazzocconi et al., 2020; 
Mazzocconi and Ginzburg, 2023). Laughter is commonly found at 
prosodic boundaries and is said to “punctuate” speech rather than 
interrupting it (Provine, 1993; Vettin and Todt, 2004). At the same 
time, laughter does co-occur with speech and may even overlap 
speech within utterances (e.g., Kohler, 2008; Tian et al., 2016).

Notably, laughter is often thought to be  “contagious” among 
interlocutors: People generally laugh more when they hear others’ 
laughter (Palagi et al., 2022; Scott et al., 2022). There is a body of work 
examining audience reactions to recorded laughter used as a backtrack 
for comedy media (Chapman, 1973; Lawson et al., 1998; Platow et al., 
2005), which finds that the mere acoustic presence of laughter incites 
a listener to laugh in response. People laugh and smile more if others 
around them are doing so (Provine, 1993). At the same time, laughter 
is also shown to be governed by the social connection between two 
individuals (Scott et al., 2022). This is even more so the case if two 
interlocutors are friends rather than strangers (Smoski and 
Bachorowski, 2003a). While hearing pre-recorded laughter may 
prompt one to laugh, once that laughter is deemed to be artificial, its 
effects on an audience are weakened (Lawson et al., 1998).

The social characteristics of an interlocutor also influence a 
laugher’s behavior. Platow et al. (2005) find that people laugh more 
frequently and for longer durations at in-group laughter than 
out-group laughter. Reed and Castro (2021) also observe that listeners 
are sensitive to laughter in making decisions about group affiliation, 
and do not laugh in response to laughter at the social expense of 
someone in their in-group. Prior research additionally observes 
gendered patterns in laughter, although the findings are somewhat 
inconsistent. Martin and Gray (1996) observe that men and women 
laugh for equal amounts to a humorous audio tape. Smoski and 
Bachorowski (2003a,b) also find no differences in laughter in same-
gender pairs. Additionally, Vettin and Todt (2004) note no differences 
between genders in both casual conversations and experimental 
debriefings. On the other hand, Grammer (1990) finds that women 
usually produce more laughter than men as speakers, and Provine 
(1993, 2001) finds that women also produce consistently high amounts 
of speaker laughter. More recently, McLachlan (2022) suggests that 
gendered laugh patterns may depend on the social context; men 
appear as likely to laugh as women in playful discussions, but women 
are more likely to laugh in more serious discussions often involving 
differences in status. Additionally, it is not solely the gender of the 
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speaker that determines the amount of laughter they produce, but the 
interaction between the gender of both interlocutors (Jefferson, 2004; 
Rieger, 2009) along with social functions such as expressing attraction 
or the desire to be attractive, among others (Grammer, 1990; Rathcke 
and Fuchs, 2022).

In order to understand the social nature of laughter in these 
interactions, we analyze the acoustic characteristics of the laughter in 
conjunction with its conversational context in the current study. Prior 
laugh researchers take a holistic and qualitative approach to analyzing 
laughter, given that individuals exhibit highly variable and unique 
styles of laughing, while other works construct a typology that 
describes the function and characteristics of laughter (e.g., Vettin and 
Todt, 2004; Mazzocconi et  al., 2020; Maraev et  al., 2021). In the 
present study, we apply a functional typology of laughter based on its 
acoustic characteristics, following prior work (e.g., Tanaka and 
Campbell, 2014). Previous work suggests that social context influences 
laughter acoustics (Mehu and Dunbar, 2008; Wood, 2020), but also 
that when social context is removed, laughter is difficult for listeners 
to interpret (Rychlowska et al., 2022). We extend the investigation of 
whether laughter produced with varying acoustic features in isolation 
are perceptually distinct. For instance, it has been proposed that laugh 
duration may correlate with social closeness; laugh duration has been 
used as a measure of favorability (Platow et al., 2005), and longer 
laughs may be perceived as more rewarding (Wood et al., 2017) or 
authentic (Lavan et  al., 2016). Listeners also distinguish between 
“negative” and “positive” laughs; unvoiced laughs are more likely to 
be  perceived as negative, while voiced laughs are more likely to 
be perceived as positive (Bachorowski and Owren, 2001; Devillers and 
Vidrascu, 2007). For example, friends produce more voiced laughter 
than strangers (Smoski and Bachorowski, 2003a). With this prior 
work in mind, for the purposes of this study we predict that long and 
voiced laughter, when presented in isolation, will be evaluated more 
positively than short and unvoiced laughter. In order to validate this 
hypothesis, we conduct a perceptual study to determine whether the 
acoustic characteristics of a laugh have an effect on listeners’ ratings 
of its valence (following works such as Szameitat et al., 2011; Lavan 
et al., 2016; Wood, 2020).

In sum, it is suggested that laughter is not a random or automatic 
behavior. Rather, interlocutors are highly attentive to the social and 
linguistic dynamics of a conversational interaction while laughing. 
Therefore, the current study explores the possibility that speakers may 
also attend to an interlocutor’s perceived “human-likeness,” producing 
laughter differently in conversations with devices than with humans.

1.3 Laughter in human-computer 
interaction

The dynamics of laughter during conversational interaction lead 
us to make predictions about how laughter might be realized during 
conversational dialogs with devices, in this case with socialbots. Prior 
work demonstrates that listeners rate machine-like text-to-speech 
(TTS) voices as less communicatively competent than more human-
like ones (Cowan et al., 2015; Cohn et al., 2022), and Siegert and 
Krüger (2021) find that listeners notice prosodic abnormalities in 
Alexa’s speech, characterizing it as “robotic” and “monotonous.” Thus, 
one prediction is that users perceive Alexa as artificial or socially 
incompetent and then laugh less often, signaling the social distance of 

the system as an “out-group” member (e.g., Platow et  al., 2005). 
Additionally, the fact that Alexa, at the time of this study, does not 
laugh may dissuade human interlocutors from laughing, paralleling 
mirroring of laughter observed in human-human interaction (Palagi 
et al., 2022; Scott et al., 2022). The average user does not encounter 
laughs from Alexa in either day-to-day use or in Amazon Alexa Prize 
conversations, meaning that there is no “contagious” dynamic to 
laughter present in these interactions. Will users still laugh in 
conversations with Alexa?

On the other hand, if participants do laugh in conversations with 
Alexa, what contextual factors might predict such laughter? The 
existence of laughter in conversations with Alexa is not enough on its 
own to signify a positive user experience, and identifying the context 
surrounding each laugh is critical in determining its function, as 
shown in previous work (e.g., Curran et al., 2018; Ginzburg et al., 
2020; Mazzocconi et al., 2020; Rychlowska et al., 2022). For example, 
the existence of laughter in a conversation can indicate positive 
emotion and a willingness to cooperate with one’s speech partner 
(Smoski and Bachorowski, 2003a), which could reveal laughter as an 
indication of positive user experience.

In parallel with research advancing machine detection of laughter 
(e.g., Urbain et al., 2010; Cosentino et al., 2013; Petridis et al., 2013a,b; 
Gillick et al., 2021; Mascaró et al., 2021), there is a growing body of 
work examining laughter in human-computer interactions (Soury and 
Devillers, 2014; Tahon and Devillers, 2015; Weber et  al., 2018; 
Maraev et al., 2021; Mills et al., 2021; Mazzocconi, 2022). For example, 
Soury and Devillers (2014) compared laughter in passive tasks (e.g., 
watching a video) and in repeating a tongue twister with a Nao robot; 
they found the most laughs in response to the videos, the majority of 
which were coded as amused laughs (positive affect). On the other 
hand, laughs coded as signaling embarrassment were much more 
frequent in the interactive task with the robot. Additionally, they 
found that participants with higher extraversion scores tended to 
produce more amused laughs and additionally produce longer laughs. 
Maraev et al. (2021) classifies users’ laughter that occurs after an ASR 
or natural language understanding (NLU) error with a task-based 
dialogue system as a “rejection signal,” and characterizes this laughter 
as negative feedback, as well as “awkwardness” following a long pause. 
Weber et al. (2018) describe a robotic joke teller system that uses 
reinforcement learning to maximize users’ voiced laughter and smiles.

Tahon and Devillers (2015) examined laughter in a dataset of 
spoken interactions with a Nao robot, with two tasks (JOKER 
database): interacting with the robot as it told jokes and an emotion 
generation game, where the user acted emotions to be recognized by 
the robot. They found 140 positive laughs (averaging 1.88 s in 
duration) and 117 negative laughs (averaging 0.99 s in duration). Their 
classifier, built on this dataset, additionally identified 226 positive 
laughs (averaging 1.12 s in duration) and 27 negative laughs (averaging 
0.76 s in duration) in a separate dataset (ARMEN dataset; Chastagnol 
and Devillers, 2012), where participants were asked to act out 
emotions in imagined scenarios; in one task, they completed the 
emotions with an apparent dialogue system that responded with 
empathy and understanding (using a Wizard-of-Oz design, where 
responses were controlled by the experimenters). Mazzocconi (2022) 
raises “social incongruities” as one potential source of laughter, 
wherein one possibility is that a laugh “reassures the interlocutor that 
the situation is not to be taken too seriously” (p. 120). This is one 
motivation for laughter that could be present in both human-human 
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and human-computer interaction. By examining the distribution of 
laughter in different interactional contexts with the socialbots, 
we  hope to use these measures of laughter to better understand 
participants’ experiences with a conversational interface.

1.4 Current study

In order to uncover information about the use of laughter in the 
present study, we will examine how laughter covaries with its context 
within the communicative interaction with Alexa socialbots, as well 
as its acoustic patterning across contexts, and external raters’ 
perception of the different acoustic laughter types from these 
conversations. The goal is to provide a descriptive analysis of laughter 
occurrences in human-Alexa socialbot conversations. We predict that 
the voicing and length of a laugh will indicate its valence, which in 
turn will reveal the nature of the user’s experience with the socialbot. 
Specifically, we predict that long and voiced laughter will be perceived 
as positive, while short and unvoiced laughter will be  perceived 
as negative.

There are several potential implications for the possible meanings 
of the presence of positive and negative laughter in relation to the 
device’s mode of communication. The Alexa socialbots display some 
conversational oddities unique to computer-generated speech, such as 
(perceived) robotic text-to-speech (TTS) and automatic speech 
recognition (ASR) errors not found in human-human interactions 
and that are salient to users; for example, participants consciously 
report abnormalities in Alexa’s speech (Siegert and Krüger, 2021) and 
rate voice-AI systems as less communicatively competent (Cohn et al., 
2022). We  predict that participants will laugh less frequently in 
non-human-like contexts than in human-like contexts, as this signals 
the machine’s out-group status (cf. Platow et al., 2005). Additionally, 
we predict that these scenarios will also elicit short, negative laughter, 
given the negative effects of being misunderstood or understanding 
the system (e.g., Kim et al., 2021).

Furthermore, Alexa may sometimes utter statements that imply 
she has a human body or performs human actions that she cannot do 
(such as stating that she attends school). These are inconsistent with 
the user’s mental models of Alexa as a machine. We predict these 
“too-human” statements highlight Alexa’s machine nature and the 
incongruency will lead to laughter. This prediction stems from the 
frameworks that propose that laughter is driven by incongruency 
(Bergson, 1900; Howarth, 1999): in observing “something mechanical 
in something living” (e.g., inelasticity/rigidities that lead a person to 
fall). In the case of a socialbot, laughter might be  reflecting the 
converse: perception of human-likeness in something mechanical. 
We predict this laughter will be long and positive, reflecting the humor 
in these scenarios.

We will also examine the role of gender and individual differences 
in laughter with socialbots. Whether or not there are actually 
differences in how often men and women generally laugh is somewhat 
debatable. Previous studies in human-human interaction find that 
there may be no gender differences in how much men and women 
laugh (Martin and Gray, 1996; Smoski and Bachorowski, 2003a,b; 
Vettin and Todt, 2004), or alternatively, that women laugh more than 
men (Grammer, 1990; Provine, 1993, 2001), though the gender of 
interlocutor is also important (Jefferson, 2004; Rieger, 2009). 
We expect to find similar gendered laugh dynamics on the grounds 

that gendered patterns persist in human-computer interaction (Habler 
et al., 2019). Additionally, prior work reports that extroverts tend to 
laugh more in conversations than introverts (Deckers, 1993; Wood 
et al., 2022) and tend to produce more amused laughs in interactions 
with machines (Soury and Devillers, 2014). Therefore, we also predict 
that a measure of the extraversion personality traits will correlate with 
laughter occurrences in human-computer interaction, and more 
extraverted participants will laugh more often—and produce more 
positive laughs—than less extraverted ones.

To these ends, we  performed two experiments. In the first 
experiment, we investigate the patterning of laughter within a corpus 
composed of naturalistic, non-task-based 10-min conversations 
between a human user and Alexa. We examine the conversational 
contexts in which people laugh and the acoustic features of those 
laughs. We also examine whether users’ gender and personality traits 
(here, extraversion) predicts their patterns of laughter in social 
conversations with Alexa. In the second experiment, we perform a 
perceptual experiment using laugh tokens from the corpus in the first 
experiment. We ask participants to listen to laughs separated from 
their contexts, and make judgments (how positive, excited, authentic; 
cf. Szameitat et al., 2022) based solely on their acoustic characteristics.

2 Experiment 1: corpus analysis of 
laugh patterns

The purpose of Experiment 1 was to collect a corpus of speakers’ 
conversational interactions with Amazon Alexa socialbots in order to 
analyze laughter patterns within these interactions.

2.1 Methods

2.1.1 Participants
Participants (n = 76) were native English speakers, recruited from 

the UC Davis psychology subjects pool. All participants were native 
English speakers ages 18–27, including 42 female, 33 male, and 1 
nonbinary participant. Forty-one participants reported that they 
speak other languages as well (Spanish, Mandarin, Cantonese, Urdu, 
Punjabi, Malayalam, Sindhi, Romanian, Tamil, Arabic, Korean, 
Tagalog, Vietnamese, Gujarati, American Sign Language). Of the 
participants who produced laughter for analysis (see below for details), 
22 spoke other languages (Spanish, Mandarin, Cantonese, Urdu, 
Tamil, Arabic, Korean, Tagalog, American Sign Language). All 
participants reported no hearing loss or auditory disorders. All 
participants consented to the study following the UC Davis 
Institutional Review Board and received course credit for participation 
in the study.

Participants’ reported prior experience with using voice assistants 
in their daily lives (provided in Supplementary Appendix A). Most 
participants reported that they had never used Amazon’s Alexa, 
Google’s Assistant or Microsoft’s Cortana before, having the most 
experience with Apple’s Siri. Seven participants reported having zero 
experience with any voice assistant. Participants reported using voice 
assistants for simple task-based requests, most commonly using the 
assistants for setting reminders, playing music, asking about the 
weather, navigation, searching for definitions and hands-
free navigation.
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2.1.2 Procedure
At-home user studies occurred across May–July 2021, where 

speakers participated in an online experiment. The participants 
completed the study at home using their own devices, activating 
the socialbot and recording the chat with their computer 
microphone in a quiet room. Participants were told that they were 
interacting with the Alexa app and not a human. Participants were 
instructed to install the Alexa app onto their own phones and 
initiate one of the Amazon Alexa Prize socialbots by uttering the 
phrase, “Alexa, let us chat.” Participants engaged one of the 
socialbots from the Amazon Alexa Prize (Ram et  al., 2018) at 
random and thus we did not control for which socialbot was used. 
The participants were instructed to “record yourself having one 
conversation with the socialbot for 10 min,” but were not given 
specific instruction on what to talk about, or what the researchers 
would be examining in the study. They were also instructed to 
restart the conversation if the bot crashed before 10 min had been 
completed. The chats spanned a wide range of topics (e.g., sports, 
movies, animals, books) as well as general chit-chat and questions 
probing the participants’ interests. Recordings were made in 
Qualtrics with Pipe,1 including a practice recording stage prior to 
the conversation (cf. Cohn et al., 2021).

After the conversation, participants completed a ratings task 
to gauge their perception of the socialbot, giving numerical 
ratings on a sliding scale (0–100) for overall engagement (0 = not 
engaging; 100 = engaging) as well as how human-like (0 = not 
human-like, 100 = extremely human-like) and creepy/eerie 
(0 = not creepy/eerie, 100 = extremely creepy/eerie) they found the 
socialbot. They were also prompted to provide a short response 
detailing any errors that arose during the experiment or additional 
comments, and answered questions regarding the use of voice 
assistants in their everyday lives. Participants were also asked 
whether the bot “seemed like a real person” and to explain why or 
why not in a short answer. Additionally, the participants’ 
extraversion was assessed via the revised Eysenck personality 
questionnaire (Colledani et al., 2018): participants answered the 
23 items judging extraversion rather than the full survey (provided 
in Supplementary Appendix B). The participants received scores 
on a scale ranging from 1 to 23, with higher scores indicating 
higher levels of extraversion (the distribution of participants’ 
extraversion scores is provided in Supplementary Appendix B).

2.1.3 Laugh annotation
The conversation audio was transcribed using Sonix.2 All 

transcriptions were reviewed and corrected for accuracy by a 
trained graduate student researcher (the first annotator). While 
reviewing the transcripts for accuracy, the first annotator labeled 
each instance of laughter in a Praat Textgrid (Boersma and 
Weenink, 2023), but did not annotate the duration or context of 
the laughter. The laugh data was later reviewed separately by the 
first author (the second annotator). Separate from the first 
annotator, the second annotator (the second author) reviewed the 
full conversational corpus for any missing instances of laughter, 

1 https://addpipe.com/

2 https://sonix.ai/

and recorded the conversational context, duration, and other 
acoustic properties of each laugh. Inter-annotator reliability was 
analyzed using the psych R package (Revelle and Revelle, 2015); the 
first and second annotators were moderately in agreement for 
laugh types: Cohen’s kappa ranging between κ = 0.43 and κ = 0.67 
(estimate: κ = 0.55). For observations where the first two annotators 
disagreed, a third annotator (the third author) coded those laughs 
and discussed them with the other annotators until agreement 
was reached.

Laughter events were coded as any vocalization that would 
reasonably be identified as a laugh by an ordinary listener. Laughter 
was grouped into three distinct types: primarily voiced laughter 
that is sometimes vowel-like or melodic, turbulent unvoiced 
laughter, and speech-laughs produced concurrently with a 
participant’s utterance. Voicing in voiced laughter typically 
manifested in vowel-like segments of the laugh. While voiced 
laughs occasionally included a prolonged voiceless inhale or 
exhale, we categorized them as voiced if the majority of the laugh’s 
duration (> 50%) contained voicing. Speech-laughs were 
characterized by a sharp spike in aspiration at a syllable onset or 
unvoiced sound, glottal pulses through voiced segments such as 
vowels, and an overall breathy quality.

The onset of laughter duration was marked at the start of an 
exhale, aspiration spike or glottal pulse. The offset was marked at 
the end of the last bout, or rhythmic “ha”-like pulse within a 
laughter event, at the end of a laugh. Any laughter that began 
within an utterance was annotated from the onset of the irregular 
glottal behavior. Prolonged exhalation or inhalation at the edge of 
a laugh was included in the duration measurement (as seen in 
Urbain et al., 2010). Long bursts of laughter were not divided into 
separate laughs unless there was an extended period of silence (> 
600 ms) between each laughter event (following Rathcke and 
Fuchs, 2022).

We defined six types of “laugh contexts” at the outset of coding 
the laughter seen in each interaction. Table 1 provides the criteria used 
to categorize each laugh into one of these six categories, as well as any 
subcategorization criteria, and examples of each. These contexts are 
events caused by the Alexa socialbot’s behavior which triggered a 
laugh from the participant. Some are unique to an interaction with a 
machine, such as errors in the TTS or ASR. All categorizations were 
approached from the perspective of the human listener. That is, while 
some behaviors such as abrupt topic changes could also have been 
generated by a misrecognition of the participant’s speech, if the 
participant was likely to perceive it as social awkwardness rather than 
a machine error, it was annotated as such.

In order to capture greater nuance within each category, three 
of the laugh contexts were given further subcategorizations. TTS 
and ASR errors are grouped together as one category, but 
information about both distinct types was also annotated 
separately. Discourse atypicalities represent speech from Alexa that 
was inappropriate for the current conversation on the basis of its 
pragmatic content. Specifically, Alexa may change the topic 
abruptly (abrupt topic change), say something that implies she has 
human characteristics (too-human content), or generally say 
things that may be socially awkward or misplaced and thus trigger 
a laugh, but could realistically be said by a human (inappropriate 
content). Discontinuities in timing that triggered laughter were 
annotated as either interruptions or long pauses, respectively.
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2.2 Analysis and results

Laughter events were analyzed in terms of the distribution 
(section 2.2.1) and duration (section 2.2.2) of laughter, as well as how 
these patterned according to laugh subcategorization and type 
(sections 2.2.3 and 2.2.4). We also explore whether speaker gender 
(section 2.2.5) and ratings of the device (section 2.2.6) affected laughter.

2.2.1 Laugh distribution
Thirty three speakers did not produce any laughter, so their 

interactions were excluded from the analysis. The subset of the sample 
for analysis included laughter produced by 43 participants (28 female, 
14 male, 1 nonbinary). Within those interactions, the total number of 
laughs produced was 136. The counts of laughter events produced in 
conversations with Alexa across the different contexts are illustrated 
in Figure 1. As seen, laughs produced after a discourse atypicality were 
most frequent (n = 69), and in fact account for slightly over 50% of all 
laughter events. In order to test the relation between laughter 
occurrence and context, a chi-square test of independence was used. 
The relation was significant [χ2(10, N = 136) = 138.6, p < 0.001] 
indicating that laughter was more likely to occur in some contexts 
than in others.

2.2.2 Laugh duration
While laugh duration is variable across individuals, large 

databases of laughter in human-human interaction report mean 
duration ranging from 1.65 to 3.5 s (Urbain et al., 2010; Petridis et al., 
2013a,b). In contrast, a sizable majority of the laughter found in our 
corpus was less than 1 s in length (100 out of 136 total), indicating that 
these laughs are short in comparison to prior findings. Figure  2 
displays the differences in laugh duration across all laugh contexts.

Laugh duration was modeled with a linear regression in R. The 
model included laugh context as a fixed effect with six levels (timing 
error, TTS/ASR error, post-own speech, conversation end, humorous 
statement, reference level = discourse atypicality, treatment-coded), 
Gender as a fixed effect with three levels (male, nonbinary, reference 
level = female, treatment-coded), and their interaction.3

The model showed that the duration of laughter following 
discourse atypicalities was not significantly different than those 
following timing errors (p = 0.3), TTS/ASR errors (p = 0.9), post-own 
speech laughs (p = 0.2), humorous statements (p = 0.7), or laughter at 

3 Retained model: Duration ~ Context * Gender.

TABLE 1 Laugh context annotation criteria.

Laugh 
context

Annotation criteria Subcategorization Example

TTS/ASR 

error

Alexa makes a technical error, 

triggering a laugh from the 

participant.

TTS error (Alexa makes a speech error caused by the text-to-speech 

system. This includes instances of unnatural pronunciation or 

intonation.)

Alexa produced the word “have not” with 

the initial vowel [e] (as opposed to [æ]).

ASR error (Alexa’s response indicates that the speech recognition system 

misinterpreted the participant’s speech.)

Alexa pronounced the participant’s name 

wrong after hearing and confirming the 

wrong name.

Discourse 

atypicality

Alexa’s speech could 

be considered inappropriate for 

the current discourse by the 

participant, triggering a laugh.

Inappropriate content (The content of Alexa’s speech could 

be considered awkward or conversationally misplaced.)

The participant was talking about his 

favorite athlete, Alexa said his name would 

be great for a dog. The participant laughed 

while saying “Yeah.”

Too-human content (Alexa says something that would imply she is 

human or has a physical body.)

Alexa said she would have some salmon 

“the next time we are out” (implying they 

would go out together). The participant 

laughed.

Abrupt topic change (Alexa changes the topic abruptly.) Alexa abruptly changed the topic from the 

Spiderman movie series to another movie 

series, the participant quietly asked 

“What?” and laughed.

Timing error There is a discontinuity in the 

temporal flow of the 

conversation, which triggers a 

laugh.

Interruption (Alexa interrupts the participant.) Alexa interrupted the participant.

Long pause (There is a long pause in the conversation, > 5 s.) After a pause over 7 s, the participant asks 

Alexa “How much more do you want me to 

say?”

Humorous 

statement

Alexa makes a joke, triggering a 

laugh from the participant.

The participant accepted Alexa’s request to 

tell a joke and laughed after the punchline.

Conversation 

end

The participant laughs while 

ending the conversation.

The participant laughed while saying 

goodbye.

Post-own 

speech

The participant’s laugh is 

triggered by their own speech, 

immediately following it.

The participant said that she did not have 

that many friends as a joke, then stated 

“just kidding” while laughing.
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the conversation end (p = 0.2). There was an effect of Gender 
(Coef = −0.43, t = −2.24, p = 0.02), indicating that men produced 
shorter laughs than women. There was no difference in duration 
between laughs produced by non-binary and women speakers 
(p = 0.4).

As mentioned above, short laughter (less than 1 s in length) was 
overall more frequent than long laughter (short laugh count = 100, 
long laugh count = 36). As discussed in the previous section, laughs 
produced after a discourse atypicality were significantly more frequent 
than laughs in other contexts. These laughs also tended to be shorter 
(57 out of 69 discourse atypicality laughs were less than 1 s). In 
contrast, laughs following humorous statements and post-own speech 
were more evenly distributed across short and long durations.

2.2.3 Laugh distribution and duration by 
subcategorization

The distribution of laughter events produced at various types of 
discourse atypicalities are illustrated in Figure 3. The three events that 
constitute discourse atypicalities are inappropriate content, too-human 

content, and abrupt topic changes. In order to test the relationship 
between these three types, a chi-square test of independence was used. 
The relation was significant [χ2(2, N = 69) = 43.8, p < 0.05] indicating 
that laughter was more likely to occur at some types of discourse 
atypicalities than others. Forty eight laughs were produced at 
inappropriate content, 14 laughs were produced at too-human 
content, and 6 laughs were produced at abrupt topic changes, with 
laughter at inappropriate content constituting approximately 70% of 
all laughter at discourse atypicalities. Thus, we can reasonably infer 
that laughs triggered by inappropriate content were the most frequent 
within this category.

Laugh duration between the subcategorizations was modeled with 
a third linear regression model. Laugh subcategorization was used as 
a fixed effect with three levels (Too-human, abrupt topic change, 
reference level = inappropriate content, treatment-coded). There was 
a significant difference in duration between laughs produced at 
inappropriate content and too-human content (Coef = −0.6, t = −3.6, 
p < 0.05), but no significant difference between laughs at inappropriate 
content and abrupt topic changes (p = 0.2).

FIGURE 1

Laugh count by context.

FIGURE 2

Mean laugh duration by context.
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2.2.4 Laugh distribution and duration by laugh 
type

The distribution of laughter events according to their type 
(voiced, unvoiced, or co-occurring with speech) is shown in 
Figure 4. Unvoiced laughs were most frequent, and accounted 
for more than 44% of all laughs (unvoiced laugh count = 60; 
voiced laugh count = 54; speech laugh count = 22). In order to test 
the relation between laughter occurrence and laugh type, a 
chi-square test of independence was used. The relation was 
significant [χ2(2, N = 136) = 18.4, p < 0.01] indicating that some 
laugh types were more likely to occur than others. We can observe 
according to the figure that the count of unvoiced laughs is 
higher than the count of voiced laughs, which is higher than the 
count of speech-laughs. Therefore, we  infer that unvoiced 
laughter occurs most often.

Laugh duration across all laugh types was again modeled with a 
linear regression model. Laugh type was added as a fixed effect with 
three levels (voiced, speech-laugh, reference level = unvoiced, 
treatment-coded). There was a significant difference in duration 
between unvoiced laughs and voiced laughs (Coef = 0.42, t = 3.4, 
p < 0.001) and between unvoiced laughs and speech-laughs 
(Coef = 0.44, t = 2.7, p < 0.001), but no significant difference between 
voiced laughs and speech-laughs (p = 0.9).

2.2.5 Laugh distribution by gender
The counts of participants and laughter events by gender, as well 

as their relative proportions, are given in Table 2. In addition to the 
data on men and women, one instance of laughter was produced by a 
nonbinary speaker. While there is twice as much laughter produced 
by women compared to men, there are also roughly twice as many 
women in the study. Since the proportion of laughter produced by a 
given gender and the proportion of participants of that gender are 
essentially equal, we  observe no substantial evidence for gender 
differences in the amount of laughter in conversations with Alexa.

2.2.6 Laughter and ratings
We examined the relationship between the amount of laughter a 

participant produced within each conversation with Alexa and their 
extraversion, as well as how they responded to each of the rating 
questions. Participants who did not laugh were excluded from this 
main analysis (but note that we conducted a post hoc analysis including 
all participants).4

4 We also explored a model that included the data from all participants, 

including those who did not laugh (coded as “0” for laughter count). The effect 

FIGURE 3

Laugh count and duration by subcategorization.

FIGURE 4

Laugh count and duration by type.
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The number of laughs a speaker produced in an interaction was 
modeled with a linear regression model in R. We included fixed effects 
for the extraversion score as well as satisfaction, creepy/eerie, and 
human-like ratings. All predictors were centered around the mean. 
We checked for collinearity using the check_collinearity package in R 
(Lüdecke et al., 2021), and found low collinearity between the model 
predictors. The model showed no effect of extraversion (p = 0.8), 
satisfaction rating (p = 0.3), human-like rating (p = 0.07) or creepy/
eerie-ness rating (p = 0.9) on the number of laughs.

3 Experiment 2: perceptual evaluation 
of the acoustic characteristics of 
laughter

Prior work in laughter research shows that speakers produce a 
range of laugh types in human-human interaction, such as variation 
in voicing (Bachorowski et al., 2001). Acoustic properties of laughs are 
also associated with differences in perceived valence, arousal, and 
authenticity by external listeners (Szameitat et al., 2011; Lavan et al., 
2016; Wood et al., 2017). For example, longer laughs are perceived as 
more rewarding and authentic (Lavan et al., 2016; Wood et al., 2017) 
and therefore more positive; listeners also perceive voiced laughter as 
more positive than unvoiced laughter (Devillers and Vidrascu, 2007). 
Using the laughs from Experiment 1 as stimuli, our goal in this second 
experiment is to test how an independent group of listeners rate the 
valence, arousal, and authenticity of each laugh based solely on its 
acoustic characteristics (i.e., presented in isolation, removed from the 
pragmatic context of the discourse).

3.1 Methods

3.1.1 Participants
Twenty five participants were recruited from the UC Davis 

Psychology subjects pool for this experiment. None of the participants 
participated in Experiment 1. All participants completed the study 
online via Qualtrics and received course credit for their participation. 
The participants were college students ages 18–23. Of the 25 total 
participants, 16 identified as female, eight identified as male, and one 
as gender non-conforming. All participants were native English 
speakers (16 also reported that they spoke other languages, including 

structure of this model was identical to the model reported here. This model 

showed no effect of extraversion (p = 0.83), satisfaction rating (p = 0.34), creepy/

eerie-ness ratings (p = 0.89), or human-like ratings (p = 0.06) on the number of 

laughs a participant produced.

Spanish, Mandarin, Cantonese, Korean, Hindi, and Tamil) and 
reported no hearing loss or auditory disorders. All participants 
consented to the study following the UC Davis Institutional Review 
Board and received course credit for participation in the study.

3.1.2 Stimuli
Stimuli consisted of 56 laughs, which were extracted directly from 

the corpus data (Experiment 1). Thirty four of these laughs co-occurred 
with speech and 22 laughs did not. Of the laughter not overlapping 
speech, 24 were voiced and 10 were unvoiced. The duration of these 
laughs ranged from 150 to ~3,000 ms. In order to extract speech-laughs 
from the data, in cases where laughter overlapped with speech, 
we included the entire last word or words (rather than excising portions 
of words) that overlapped with the laughter but not the entire utterance 
preceding it. Laugh tokens were removed if they overlapped with Alexa’s 
voice, as the participant was laughing while the device was speaking, 
since this made the laughs difficult to hear. Additionally, we excluded 
overly noisy and short laughs which could not reasonably be identified 
as laughter by a listener when extracted and played in isolation from the 
larger recording. Seventy seven laughs from the corpus data were 
excluded from the stimuli for these reasons.

3.1.3 Procedure
This experiment included two blocks (order fixed). In the first 

block, the participants were asked to rate the laughter that did not 
co-occur with speech; in the second block, they rated the laughter that 
did co-occur with speech (speech-laughs). Laughter that did not overlap 
with speech was included in a separate block from speech-laughs 
because they may co-occur with lexical items that may induce a valence 
bias (such as laughter that overlapped the words “yes” or “no”).

On a given trial, participants listened to each laugh twice in 
succession, with a pause of 350 ms between the repetitions. They were 
then asked to rate what they had heard on three different scales before 
moving onto the next item. Following the measures used in prior work 
(Lavan et al., 2016), the participants were asked to rate each laugh on 
sliding scales ranging from 0 to 100 in terms of how negative or positive 
(valence; 0 = negative, 100 = positive), calm or excited (arousal; 0 = calm, 
100 = excited), and real or fake (authenticity; 0 = real, 100 = fake).

3.2 Analysis and results

The acoustic measures we investigated are the same as in the prior 
corpus study (Experiment 1); we examined the effect of laugh type 
(voiced, unvoiced, or speech-laugh) and duration (continuous) on 
all ratings.

To test the relationship between laugh type, duration and the 
listeners’ ratings, we used three linear mixed effects models with the 
lme4 package in R (Bates et al., 2015), with the dependent variables of 

TABLE 2 Laugh and participant counts by gender.

Gender # of participants # of laughs % of participants % of laughs Mean # of laughs 
per participant

SD

Female 28 94 65.1 69.1 1.9 2.5

Male 14 41 32.6 30.1 1.4 2.4

Nonbinary 1 1 2.3 0.1 NA NA

The percentage indicates the proportion of participants who were female, male, or nonbinary, as well as the proportion of laughs produced by participants of a given gender.
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FIGURE 5

Average valence, arousal, and authenticity ratings by laugh type. Values on the y axis indicate valence (0  =  negative, 100  =  positive), arousal (0  =  calm, 
100  =  excited), or authenticity (0  =  real, 100  =  fake).

valence, arousal, and authenticity. Each of the three models had the 
same structure: laugh type (voiced, speech-laugh, reference 
level = unvoiced, treatment-coded), laugh duration (continuous), and 
their interaction. The random effects structure included by-listener 
random intercepts, as well as by-item random intercepts and by-listener 
random slopes for laugh type. Due to singularity errors, we simplified 
the random effects structure in each model.5 We found no evidence for 
collinearity between the model predictors in any of the three models 
using the check_collinearity package in R (Lüdecke et al., 2021). p-values 
for all linear mixed effects models in the study were calculated using the 
lmerTest package in R (Kuznetsova et al., 2017).

None of the models showed evidence that laugh type significantly 
affects valence (all p > 0.05), arousal (p > 0.05), or authenticity ratings 
(p > 0.05), as illustrated below in Figure 5. Duration also did not have 
a significant effect on any rating.

5 Retained authenticity and arousal models: value ~ Laugh Type + Duration 

+ (1 | Item) + (1 + Laugh Type | Listener); Retained valence model: value ~ Laugh 

Type + Duration + (1 | Item) + (1 | Listener).

We ran a separate linear mixed effects model to examine the 
interactions between the three rating types. The model included 
valence as a function of authenticity and arousal, which are continuous 
predictors. The model also included by-item and by-listener random 
intercepts. All values were centered around the mean.6 We found a 
relationship between valence and arousal ratings: laughs rated as more 
positive were also rated as more excited (Coef = 0.29, t = 11.93, 
p < 0.001) (see Figure 6, left panel). As seen in Figure 6 (right panel), 
there was a negative relationship between valence and authenticity 
ratings; laughs rated as more positive were also rated as less fake 
(Coef = −0.33, t = −15.39, p < 0.001).

4 General discussion

The current work aims to classify what situations prompt people 
to laugh in conversations with a socialbot, the acoustic properties of 

6 Retained model: Valence ~ Authenticity * Arousal + (1 | Item) + (1 | Listener).
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the laughter (Experiment 1), and whether that laughter is realized in 
ways that can be  independently perceived as having positive or 
negative social meaning (Experiment 2).

4.1 Relatively infrequent laughter in 
socialbot conversations

One question raised by the present study is whether participants 
would produce any laughter at all in conversations with Alexa. When 
talking to the Alexa socialbots, we found that participants tend to 
laugh relatively infrequently. Of the 76 total participants, only 43 
(~57%) produced any laughter at all. Those who did laugh averaged 3 
laughs per 10 min. When compared to the frequency of laughter in 
descriptions of corpora of face-to-face human-human interaction, the 
amount of laughter produced in the present study is relatively low. For 
example, work on friendly human-human conversations of similar 
lengths finds greater amounts of laughter: Vettin and Todt (2004) 
report an average of 5.8 laughs per 10 min across talkers (SD = 2.5). 
Mazzocconi et  al. (2020) find varying averages across speakers of 
different languages, but all the reported rates are greater than in our 
corpus—French dyadic exchanges contain 45 laughs per 10 min, and 
Mandarin Chinese dyads produce 26 laughs per 10 min. In Fuchs and 
Rathcke (2018) study on speed-dating, on average daters produced 21 
laughs in a span of 5 min (SD = 9.3). Thus, our results suggest that 
people laugh less in conversations with devices than when talking to 
other humans (but note we do observe large cross-speaker variation, 
with the greatest amount of laughter from any one participant 10 
laughs/10 min).

4.2 Laughter driven by discourse 
atypicalities

We predicted that participants would laugh less frequently in 
non-human-like contexts. However, when considering the scenarios 
that prompted laughter, we found that participants who did laugh 
tended to do so most frequently after discourse atypicalities 
(inappropriate content, too-human content, and abrupt topic changes) 
than after the other conversational scenarios observed in our corpus. 

These other discourse contexts included TTS and ASR errors, speech 
timing errors, humorous statements, and the end of a conversation, as 
well as laughs following the participant’s own speech. These findings 
parallel those in human-human interaction, where people laugh at 
“social incongruities” to save face for an interlocutor, sometimes in 
order to convey levity to their interlocutor’s odd response (Mazzocconi 
et al., 2020; Mazzocconi, 2022). Thus, participants laughed often at 
errors by Alexa that were human-like in nature, rather than reacting 
to prosodic peculiarities or robotic mispronunciations unique to the 
TTS generation. This suggests that laughter occurs for individuals and 
contexts where Alexa is perceived as more human-like.

For example, Alexa began to tell a joke to a participant in one 
interaction, asking “What is a dog’s favorite food?” The participant 
asked “Meat?” in response, which prompted Alexa to reply “Meat is a 
great name for a dog.” This elicited laughter from the participant. 
Later, when asked if they experienced any technical difficulties in the 
post-recording survey, the participant wrote:

“I thought that the bot was asking me what my dog's favorite food 
was and I said ‘meat.’ However, the bot mistakenly thought my dog's 
name was meat, which made the conversation awkward.”

In another example, in one conversation where the topic was 
about sports, Alexa switched the topic abruptly in response to the 
participant’s speech, stating “I was built by a team competing in the 
Alexa Prize.” In reply, the participant stated “Well [pause] this 
conversation is a bit hard to follow” and laughed. Again, in the survey 
that participant wrote:

“Yes. There were a lot of errors in my conversation, it did not feel 
fluid at all and definitely felt like I was talking to a robot. A lot of 
times by errors I mean that she did not have an appropriate response 
to my question or the conversation was just choppy and hard 
to follow.”

Here, while the participant notes that talking with Alexa feels 
like talking to a robot, the errors they choose to highlight relate to 
the appropriateness of a response and the fluidity of the 
conversation, rather than TTS or ASR errors. These types of 
atypical responses from Alexa were noted frequently by 

FIGURE 6

Valence-authenticity and valence-arousal correlations. Values on the x axis indicate valence (0  =  negative, 100  =  positive), arousal (0  =  calm, 
100  =  excited), or authenticity (0  =  real, 100  =  fake).
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participants, such as one who wrote that “When I told her I had 
not ate [sic] breakfast she said that was awesome.” These are 
utterances that do not contain machine-specific speech errors, and 
could reflect a human’s misunderstanding as well. However, due to 
their social oddness, listeners still flag them as awkward or 
inappropriate. We also predicted that participants would laugh at 
“too-human” statements, where Alexa implies that she herself is 
human, but did not find more laughter in these contexts than in 
other socially awkward contexts where Alexa does not mention her 
human-ness. Overall, people tended to laugh when Alexa said 
something not socially acceptable or conversationally misplaced, 
behaviors which are found in human-human interaction. Laughter 
in response to this awkward speech from Alexa may be used as a 
way to alleviate social discomfort (Mazzocconi et  al., 2020; 
Mazzocconi, 2022).

At the same time, participants do not produce nearly as much 
laughter when the socialbot disrupts the timing of the interaction 
or makes an error that highlights its machine-ness. However, 
several participants did make note of timing errors in the ending 
survey, stating that “Alexa would not let me finish speaking” or 
“Alexa… does not possess the social skills that are considered 
normal (i.e., not interrupting or taking long pauses before 
answering).” The “robotic-ness” of Alexa’s voice was also mentioned 
multiple times when participants were asked if Alexa “seems like a 
real person,” with participants giving statements such as “too 
robotic of a voice” and “Alexa sounds like a robot.” These responses 
are consistent with prior findings illustrating that users find Alexa 
robotic and less competent in conversation (Cowan et al., 2015; 
Siegert et al., 2020; Cohn et al., 2022). This suggests that within 
human-computer interactions, timing and TTS/ASR errors may 
be noticeable but not “laughable” to human listeners, compared to 
human-like social incongruities which prompt more laughter. This 
finding is consistent with the Bergsonian proposal that laughter is 
driven by incongruency between human-like and mechanistic 
elements in a person (Bergson, 1900; Howarth, 1999). Here, we see 
that the converse is also the source of laughter: a human-like 
element in a machine. While speculative, it is possible that 
we observe less laughter in cases where an error is clearly machine-
specific (e.g., TTS, ASR) due to less incongruency, as a machine is 
expected to produce machine-like errors. Taken together, we see 
the placement and function of laughter in these conversations is 
nuanced and contextual, reflecting work on laughter in human-
human (Holt and Glenn, 2013; Wood and Niedenthal, 2018; 
Rathcke and Fuchs, 2022; Mazzocconi and Ginzburg, 2023) as well 
as human-computer interaction (Soury and Devillers, 2014; Tahon 
and Devillers, 2015; Maraev et al., 2021).

4.3 Acoustic properties of laughter

Our acoustic analyses of laughter revealed that laughs in socialbot 
conversations were overwhelmingly short in duration. Laughter 
annotation differs across corpora, leading to varying reports on the 
average duration of laughter. In the current study, our inclusion of 
extended breaths when measuring the boundaries of laughter onset 
and offset likely affected the measured laugh durations. Urbain et al. 
(2010) use a similar annotation method to that used in our study, 
including the final inhale/exhale in the duration measure, yet they 

report overall much longer laugh durations (3.5 s for spontaneous 
laughter and 7.7 s for elicited laughter). In comparison, the majority 
of laughs in the current study were less than 1 s long, indicating that 
most laughs in the data were short relative to those observed in 
human-human interaction. Our findings are consistent with relatively 
shorter laughs observed in related work in human-computer 
interaction, where laughs with robots have mean durations ranging 
from 0.99 to 1.88 s (e.g., Tahon and Devillers, 2015). Laughs were 
also classified into three categories depending on their voicing and 
co-occurrence with speech. We found that unvoiced laughter was the 
most common, followed by voiced laughter, followed by laughs 
overlapping with speech.

We predicted that the voicing and length of a laugh would indicate 
its valence, and that voiced, longer laughter would be perceived as 
positive by external listeners, paralleling work in human-human 
interaction where longer and voiced laughter is highly likely to 
be perceived as positive and shorter unvoiced laughter is highly likely 
to be perceived as negative (Devillers and Vidrascu, 2007; Lavan et al., 
2016; Wood et al., 2017). This might indicate that the majority of 
laughs in the present study correspond to negative qualities, though 
our perceptual study does not find that listeners associated voicing or 
duration with positivity or negativity within the pool of laughs they 
were exposed to.

Regardless, it would appear that participants tend to produce 
short, unvoiced laughter when the socialbot says something 
inappropriate during conversation, which could signal its limitations 
in human-like communicative fluency. A similar observation was 
observed in Mazzocconi (2022), who found that mothers sometimes 
laugh when their children produce similar social incongruities in 
conversation, using this laughter to provide reassurance and smooth 
over any discomfort on behalf of the child. Mazzocconi and Ginzburg 
(2022) find that the overall average duration for mothers’ laughter is 
1.65 s (SD = 1.01), which is longer than the average laughter duration 
in this study (0.79 s, SD = 0.58). While speculative, a possibility is that 
the short and unvoiced laughter seen in this study indicates a similar, 
but weaker desire by the user to assuage negative social feelings of the 
machine, compared to human interaction.

4.4 Perception of laughs

In the perception experiment, we found that external listeners 
did not rate different types of laughs—voiceless, voiced, and 
co-speech laughs, as well as laughs of varying durations—as having 
different valence, arousal, or authenticity scores. This is in contrast 
to related work in human-human interaction, where acoustic 
properties of laughs shape their ratings (e.g., Szameitat et al., 2011; 
Wood et  al., 2017). Here, one limitation is that the ratings were 
performed on laughs presented in isolation. Laughter is highly 
dependent on context to be understood (Rychlowska et al., 2022), 
and it is difficult to distinguish between different types of laughter 
that are presented in isolation, especially without visual cues that aid 
laughter audibility (Jordan and Abedipour, 2010). At the same time, 
we  found that when listeners rated a laugh as sounding more 
positive, they also rated it as sounding less fake and more excited, 
implying that there may be a link between the perceived valence, 
arousal, and authenticity of laughter, a finding which is consistent 
with prior studies (Szameitat et al., 2022).
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4.5 Implications for theories of 
human-computer interaction accounts

In the current study, we  observe that scenarios that most 
commonly prompt laughter in human-socialbot interaction parallel 
those in human-human interaction: after discourse atypicalities, 
which are also observed in mother–child interactions (Mazzocconi, 
2022). This finding supports technology equivalence theories (Nass 
et al., 1997; Nass and Lee, 2001), wherein people apply social scripts 
from human-human interactions to technology.

At the same time, we observe very low rates of laughter in the 
current study than observed in human-human interaction (Vettin and 
Todt, 2004; Fuchs and Rathcke, 2018; Mazzocconi et al., 2020), as well 
as relatively short and unvoiced laughter. One interpretation of this 
difference from human-human interaction is that it reflects a 
routinized interaction (Gambino et  al., 2020): participants have 
different expectations for humans and machine interlocutors, 
specifically that the machine will not laugh back. While, at the time of 
this study, Alexa does not produce laughter, it is an open question 
whether users are consciously aware of this fact and if they utilize that 
information during communication. In theory, users who frequently 
chat with Alexa will know from prior experience that she does not 
laugh, and they may also believe that Alexa will not respond if they 
laugh, perhaps producing less salient laughs (short, unvoiced laughter) 
as a result. Indeed, the only instances in which Alexa responded to a 
laugh in our dataset took place directly after she told a joke (“Is that 
laughter I hear?”). Otherwise, Alexa did not explicitly comment on 
any laugh. This expectation is also consistent with related work 
showing that people rate voice assistants as sounding emotionless and 
robotic (Siegert and Krüger, 2021; Cohn et al., 2023).

Yet, an alternative explanation for the lower laugh rate is that 
participants in the current study mirrored the lack of laughter by the 
socialbot in their own patterns, transferring a behavior from human-
human interaction (Palagi et al., 2022; Scott et al., 2022). As previously 
mentioned, the presence of laughter often prompts further laughter 
from a listener in human-human interaction (Platow et  al., 2005; 
Palagi et al., 2022; Scott et al., 2022). This lack of laughter could then 
be indicative of technology equivalence (Nass et al., 1994, 1997). Future 
work manipulating presence and degree of laughter in the system itself 
(e.g., verbal laughter in Inoue et al., 2022; typed laughter in Mills et al., 
2021) could tease apart these possibilities.

4.6 Differences across gender or 
extraversion

We also examined gender differences in the production of laughter 
with Alexa. We do not find evidence to suggest that women and men 
produce different rates of laughter in these interactions. This is in line 
with some prior studies in human-human interaction (Martin and 
Gray, 1996; Smoski and Bachorowski, 2003a,b; Vettin and Todt, 2004). 
However, we did find that women tended to produce longer laughs 
than men, when they did laugh. There is room for further 
experimentation in future work on gender effects on laughter in 
human-computer interaction.

We also find no evidence to suggest that more extraverted 
participants laugh differently, in contrast to prior research on laughter 

and extraversion in human-human (Deckers, 1993) and human-
computer interaction (Soury and Devillers, 2014).

4.7 Future directions

Several new avenues for future research can be proposed based on 
our current findings. First, on the point of whether people laugh more 
in interactions with devices versus humans, a future experiment could 
investigate this more thoroughly by placing each participant in 
separate human and chatbot interactions and comparing whether one 
context elicits more laughter. Second, we also observed no evidence to 
suggest there are gender differences in how much men and women 
produce laughter within human-chatbot discussions; another possible 
direction is to manipulate the chatbot’s gender. Previous work finds 
that people tend to laugh more frequently at men’s speech than 
women’s (Provine, 2001). Whether the perceived masculinity or 
femininity of a chatbot’s voice and social characteristics affects how 
much users laugh in response to them has yet to be  determined. 
Another gap in the laughter literature is examining how laughter is 
realized across nonbinary individuals. The current study only had one 
nonbinary participant, which was not enough to do a substantive 
analysis. But, it is a ripe direction for future work to explore how 
people with different gender and sexual identities, above and beyond 
the binary, use laughter during conversation.

We also found no effect of participants’ extraversion score on their 
use of laughter. This is in contrast to our prediction that extraverted 
participants would laugh more often, in accordance with previous 
work (Deckers, 1993). However, the revised Eysenck personality 
questionnaire (Colledani et al., 2018) that we used is just one method 
of assessing extraversion, and extraversion is only one personality trait 
out of many that could influence one’s propensity to laugh. A more 
thorough examination of how personality interacts with laughter 
could also examine other facets of personality. Another avenue for 
further research is to investigate how humans’ use of laughter patterns 
with their ratings of the socialbot’s extraversion, as previous studies 
indicate that personality cues in computer speech affect users’ 
evaluations of said computer (Nass and Lee, 2001; Ahmad et al., 2021; 
Luttikhuis, 2022).

An additional limitation of the present study is that we examine 
only audio data, as we  did not record video of the chatbot 
conversations. Prior work shows multimodal laugh annotation is more 
accurate, as facial movements and body posture enhance the 
identification of laughter (Jordan and Abedipour, 2010; Petridis et al., 
2011; Urbain et al., 2013). Utilizing audiovisual data into the laugh 
annotation process in future work could increase precision of duration 
measures, as well as probe multimodal emotional expressiveness.

While participants engaged the system themselves from home 
using their own device, one limitation in the present study is that 
we did not control which of the socialbots from the Amazon Alexa 
Prize competition the participants would talk to in Experiment 1. It is 
possible that some of the socialbots may have more fluent, human-like 
speech than others, which could contain less of the conversational 
oddities outlined in the general discussion. Some socialbots might 
also produce more machine errors than others. These individual 
differences could affect the participants’ use of laughter across different 
socialbots. Future work explicitly manipulating the anthropomorphic 
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features of the system and errors it produces can further tease apart 
these possible contributions.

Many of the quirks present in the chats from this study arise from 
Alexa’s unique chatbot behaviors, such as her lack of self-produced 
laughter or reactions to the user’s laughter. In order to further examine 
this, one could manipulate Alexa’s behaviors to be more human-like. For 
example, if Alexa commented on the users’ laughter more often, would 
their rate of laughing increase, decrease, or remain unchanged? Will 
we find that people exhibit different patterns of laughter if we allow 
Alexa to laugh alongside them, paralleling other advancements in 
laughter detection and generation (e.g., Urbain et al., 2010)? Would 
participants still laugh at social errors generated by a human speech 
partner who might be emotionally affected by their laughing behaviors? 
Dynamics that relate to in- and out-group social categorization become 
increasingly complex when an out-group member is not human. A 
controlled and experimental comparison of reactions to human and 
socialbot laughter is needed to further explore these possibilities.

5 Conclusion

In conclusion, our findings contribute to the scientific understanding 
of human and socialbot interaction, as well as the linguistic patterning of 
laughter. We find that speakers do laugh in interactions with an Alexa 
chatbot, utilizing a behavior seen in human-human interaction– 
however, laughter is overall observed less frequently in this corpus than 
in human-human laughter studies. While the strategies of laughter use 
are similar to that seen in human-human communication, we find that 
laughter may be  used as an appraisal of incongruity between a 
participant’s expectation of Alexa’s speech and her actual behavior. 
Overall, this work shows that laughter can serve as a lens for the social 
dynamics at play with human interactions with technology, which has 
broad implications for theories of human-computer interaction and 
advancements across fields (e.g., education, healthcare).
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