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and speech in the perception of
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Multimodal communication cannot be properly understood without analyzing

the natural interweaving of speech and gestures as it typically occurs in

everyday spoken language, thus moving beyond studies that elicit gestures in

the laboratory, most of which are also conducted for English. Therefore, this

study addresses the e�ect of both visual and acoustic cues in the perception

of prominence in Castilian Spanish using spontaneous speech from a TV

talent-show. Four between-subjects experiments in each modality—audio-only

and audiovisual—were conducted online, each including a di�erent combination

of manipulated cues: Exp1 (flat F0), Exp2 (flat intensity), and Exp3 (flat F0 +

flat intensity), while all cues remained intact in the control experiment Exp0.

Additionally, the capability of the di�erent gesture phases to convey prominence

was analyzed in their interaction with the acoustic cues. The results showed

that, when prominence was perceived in manipulated stimuli, the e�ect of the

visual information depended on the acoustic cues available in the signal and was

also reduced when compared to non-manipulated stimuli, pointing to a strong

integration of both modalities in prominence perception. In non-manipulated

stimuli, all acoustic cues—except for spectral balance—played a role in the

perception of prominence; however, when the visual information was added,

it reduced the perceptual e�ect of the acoustic cues, and the main role played

by duration was combined with that of the stroke phase of gestures.

KEYWORDS

audiovisual prosody, multimodality, speech perception, acoustic cues, gesture,

prominence, Spanish

1 Introduction

Gestures and speech interact in everyday spoken language, and their combination
not only helps to express ideas and facilitate comprehension (e.g., Novack and Goldin-
Meadow, 2017), but also serves a wide array of pragmatic functions (e.g., Swerts and
Krahmer, 2005; Krahmer and Swerts, 2007; Prieto et al., 2011; Kushch and Prieto Vives,
2016). Gestures have traditionally been defined as spontaneous visible body movements—
mostly performed with hands, face, and head—accompanying speech and are also referred
to as gesticulation (Kendon, 2004). They contribute to communication by adding non-
discrete nuances and cueing prominence, much as it has been observed for speech (e.g.,
Munhall et al., 2004; Foxton et al., 2010). For Kendon (1972), the essential phase of the
gesture is the stroke, which corresponds to its most distinct effort and spans over a small
interval of time. The apex of gestures, however, which is characterized by the effort peak
found within strokes, has been suggested to be the smallest gesture phase (Loehr, 2004).
Typically in hand gestures, strokes may be preceded by a preparatory phase and are often
followed by a retraction phase. In the optional preparation, the hand is brought to the
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point where the stroke is initiated, and in the retraction—also called
recovery—, the hand is brought back to a resting position, either to
its starting point or to any other point from where the next gesture
can eventually be initiated. Strokes may optionally also be preceded
by a brief hold before they are initiated or can also be followed by
a hold in which the hand is maintained in the position at which it
arrived (Kita, 1993).

The strong connection between the production of gestures
and the production of speech has been corroborated by a large
number of studies (e.g., McNeill, 1992; Cavé et al., 1996; McClave,
1998; Krahmer et al., 2002a; Jannedy and Mendoza-Denton, 2005;
Prieto et al., 2011; Loehr, 2012). The role played by gestures in
combination with—or as part of—language has been referred to
as multimodality, a term that may also be used differently in the
relation of gesture to speech (Sandler, 2022) or that can even be
applied in a larger semiotic sense (e.g., Stöckl and Pflaeging, 2022;
Cheema et al., 2023).

In this sense, one line of research has focused on the perceptual
effects of the visual component of speech. For example, the so-
called McGurk effect initially established that visual information
in the form of lip movements affects speech perception (McGurk
and MacDonald, 1976); later, not only lips, but also the rest of the
face was reported to affect the perception of speech (e.g., Pelachaud
et al., 1996). Another line of research has studied how the visual
cues of prominence systematically increase the production and
alter the perception of verbal prominence (e.g., Granström et al.,
1999; House et al., 2001; Krahmer and Swerts, 2007; Swerts and
Krahmer, 2008; Dohen and Lœvenbruck, 2009; Scarborough et al.,
2009; Al Moubayed et al., 2010; Prieto et al., 2011; Kim et al., 2014;
Jiménez-Bravo and Marrero-Aguiar, 2020).

The term prominence often appears as a synonym of a great
variety of other terms such as emphasis, lexical stress, nuclear
accent, prosodic focus, pitch accent, intensity peak, etc., depending
on the perspective and the research framework under which it
is invoked. Terken and Hermes (2000, p. 89) generically state
that “a linguistic entity is prosodically prominent when it stands

out from its environment by virtue of its prosodic characteristics”,
where the place-holders in italics can be replaced with more precise
terms depending on the perspective adopted by the researchers
(Wagner et al., 2015). Within the phonetic perspective used in this
study, prominence is equated with acoustic perceptual salience, so
henceforth a word is said to be prosodically prominent when it is
acoustically salient within a sentence—typically serving pragmatic
functions such as focus and information status marking—by virtue
of the interplay of pitch, loudness, and length, which are realized as
fundamental frequency (F0), intensity, and duration in the acoustic
information of the speech signal produced by the speaker.

However, it is not known how these different cues of
prominence relate to one another and what the relative perceptual
weight of each one is (e.g., Silipo and Greenberg, 2000; Ortega-
Llebaria and Prieto, 2011). Each language gives different roles to
each of these prominence cues, so that their relative contribution is
language-specific (Leemann et al., 2016). Similarly, the phonology
of word and phrasal prominence, rendered by the interplay of these
cues, is dictated by the respective grammar of each language (e.g.,
Vogel et al., 2016). In the case of Spanish, lexical prominence can be
produced by a flat pitch contour, together with longer duration and

stronger intensity in unaccented stressed syllables; while phrasal
prominence—i.e., accented stressed syllables—is cued by longer
duration, higher F0, larger F0 excursions, and an increased overall
intensity (Ortega-Llebaria, 2006). Furthermore, the preponderant
role of duration as a correlate both of lexical stress and phrasal
stress in Spanish has also been attested (Vogel et al., 2016). As for
the interaction between speech and gestures, there exists a strong
temporal coordination between stressed syllables and strokes
(McNeill, 1992), and more specifically between F0 peaks and the
apex of gestures, i.e., the effort peak within strokes (Kendon, 1972;
Loehr, 2004, 2012; Renwick et al., 2004; Jannedy and Mendoza-
Denton, 2005; Shattuck-Hufnagel et al., 2007; Esteve-Gibert and
Prieto, 2013; Rohrer et al., 2023).

Many studies on the perception of speech prominence have
made use of the Rapid Prosody Transcription method, which
involves the identification of prosodic prominence during an
experimental task by a group naïve listeners (e.g., Cole et al.,
2010a,b; Smith and Edmunds, 2013; Luchkina et al., 2015; Hualde
et al., 2016). Then, inter-rater agreement is usually computed, and
the prominence marks are pooled together over transcribers to
obtain a population-wise, probabilistic measure of the prosodic
status of each word (e.g., Streefkerk et al., 1997; Swerts, 1997; Cole
et al., 2010a, 2014).

Furthermore, prominence perception seems to depend not
only on the characteristics of the signal (bottom-up processing),
but also on the characteristics and abilities of the receiver (top-
down processing), as suggested by the degree of inter-individual
variability in age and gender observed in previous experiments
(e.g., Strand et al., 2014; Bishop et al., 2020). In this sense, a possible
difference between men and women in the context of challenging
stimuli has been reported for the audiovisual perception of speech
(see Alm and Behne 2015, for a summary; see Jaeger et al., 1998
for neuroanatomical support). Another source of inter-individual
differences in the detection of prominence are musical abilities,
as is the case for instrumentalists having had continuous musical
training—often from an early age—, who showed an alteration
of their perception of prosody (e.g., Hutka et al., 2015) due
to a transfer of abilities from music to linguistic prosody for
perceiving pitch and rhythmic variations (e.g., Thompson et al.,
2004). Particularly important is the effect of musical training on
the ability to perceive small variations in F0 (e.g., Besson et al.,
2007; Patel and Iversen, 2007; Sturgeon et al., 2015). However,
not all results have yielded differences between individuals with
and without musical training. Niebuhr (2009, p. 107), for example,
found his results to “hold in similar ways for both musical and non-
musical subjects"; and Madsen’s et al. (2017) study points in the
same direction right from the title: “Musicians do not benefit from
differences in fundamental frequency when listening to speech in
competing speech backgrounds”.

From a methodological point of view, research on how the
information conveyed in the visual modality interacts with prosody
has made use of lip-synchronized animated agents (e.g., Granström
et al., 1999; House et al., 2001; Krahmer et al., 2002a,b; Al
Moubayed and Beskow, 2009; Prieto et al., 2011) or gestures elicited
with controlled speech stimuli in experimental settings (e.g.,
Krahmer and Swerts, 2007; Dohen and Lœvenbruck, 2009; Foxton
et al., 2010;Muñoz-Coego et al., 2022) (see Supplementary Table 1).
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Nonetheless, not only the external validity of both methods
could be improved, but also their potential to study the complex
interaction of visual and verbal prosody is to some extent reduced,
especially since most studies have focused on the interaction of just
one gesture articulator—either hands, head, or eyebrows—with one
acoustic correlate of prominence, which is very far from the natural
interweaving of gestures performedwith hands, head, and eyebrows
typically found in everyday spoken language.

Alternatively, rather than relying solely on animated agents and
multimodal stimuli elicited in experimental settings, researchers
have also used spontaneous speech and spontaneously elicited
gestures in order to gain new insights into the interaction
between visual and verbal prosody (Swerts and Krahmer, 2010;
Ambrazaitis and House, 2017; Jiménez-Bravo and Marrero-
Aguiar, 2020; Rohrer et al., 2023). One of the first studies using
spontaneous speech analyzed the effects of facial expressions
on speech production using samples obtained from two male
and two female Dutch TV newsreaders (Swerts and Krahmer,
2010). The recordings used as stimuli in this study contained
sentences ranging between 4 and 12 s, which were presented to
a group of 35 participants in the auditory modality for binary
prominence marking (prominent vs. non-prominent). The results
showed that words having a “strong accent” mostly occurred
with an accompanying eyebrow movement; however, the mere
presence of an eyebrow movement did not imply the presence
of a strong accent, more precisely only 47 out of 303 eyebrow
movements corresponded to a strong accent. The distribution of
head movements followed a similar pattern, and strong accents
were especially marked by combinations of eyebrow and head
movements. Conversely, single eyebrow or headmovements hardly
coincided with strong accents.

The audiovisual realization of multimodal prominence was
further explored by Ambrazaitis and House (2017) using stimuli
from several TV newsreaders. In a study on the the connection
between beat gestures—performed with head and/or eyebrows—
and pitch accents signaling focal constituents, the researchers
found patterns of gesticulation that depended on the news
topic as well as on the speaker. Interestingly, the connection of
focal accents and head beats—but not eyebrow raises—showed a
distinct distribution, so that focal accents were preferably used
by newsreaders in the first half of the text, while head beats and
the combination of focal accents and head beats occurred during
the second half of the text. This was explained on the basis of
information structure, since the initial part of a text often presents
the theme, defining a common ground, while the second part
usually corresponds to the rheme. Thus, head beats seemed to
highlight the most important information in a piece of news once it
had already been presented in the first half of the text.

Similarly, the connection between prosody and gestures using
multimodal stimuli was also addressed by Rohrer et al. (2023), who
analyzed a corpus of academic discourses in English (TED Talks).
The researchers observed that the patterns of temporal alignment of
strokes and apexes within the boundaries of pitch accented syllables
was different for both gesture phases, with strokes spanning over
pitch accented syllables more frequently than apexes. In addition,
they also observed that strokes stably aligned with phrase-initial

prenuclear accents over nuclear accents regardless of their relative
prominence within the phrase.

Finally, another study on multimodal prominence perception
using spontaneous speech materials obtained from a Spanish
TV talent show analyzed the role played by gestures—performed
with hands, head, and eyebrows—as well as the three acoustic
correlates of prominence: F0, intensity, and duration (Jiménez-
Bravo and Marrero-Aguiar, 2020). In this study, words from a
30-sentence corpus were rated by listeners in a binary marking
task (prominent vs. non-prominent) in two modalities (audio-only
and audiovisual) and in three different experimental conditions
that involved the reduction of the prominence-lending properties
of either F0 or intensity, or of both of them simultaneously. The
results showed that phrasal prominence was perceived even in the
absence of most of the auditory cues—i.e., when only duration
was available to listeners—, but the role of F0 and, particularly,
intensity were less determinant. Also, the stroke phase of gestures,
rather than the apex, was observed to increase the probability
of words to be perceived as prominent. Finally, the analysis
confirmed the prevalence of gestures performed simultaneously
with more than one articulator, as pointed by Ambrazaitis and
House (2017), so gestures were mostly produced by combining
different body parts, especially hands and head. Such results speak
in favor of using spontaneous speech material—with a caveat on
the gestural stiffness typically displayed by TV newsreaders—, since
spontaneous speech better reflects the real interplay of gestures and
speech in everyday spoken language.

Following this line of reasoning, and differently from previous
methodologies, this study relies on spontaneousmultimodal speech
materials. As already mentioned, previous studies on prominence
perception with animated agents have limited themselves to
reproduce eyebrow and head movements but have excluded hand
movements (e.g., House et al., 2001; Prieto et al., 2011), while
other studies have employed experimental stimuli obtained in a
very controlled environment in the laboratory (e.g., Krahmer and
Swerts, 2007; Dohen and Lœvenbruck, 2009). These methods have
made it difficult to address how the different acoustic correlates of
prominence relate to one another and also to gestures, and have a
low degree of ecological validity.

Thus, in the present study we used spontaneous natural stimuli,
which allow us to maintain a certain degree of naturalness in the
task despite the manipulation of the acoustic signal, to conduct
online four perceptual experiments. In this sense, this study is a
follow-up of the study conducted by Jiménez-Bravo and Marrero-
Aguiar (2020), applying the same methodology described there,
but from which it differs in two aspects. Firstly, four prototypical
sentences were chosen based on the prominence marks showing
the highest agreement from the initial 30-sentence corpus analyzed
in that previous study. Secondly, we also employ here a between-
subjects design allowing to conduct independent analyses for both
the auditory and the audiovisual cues of prominence for each
experiment. This is so because the incomplete within-subjects
design employed previously did not allow to compare the same
stimuli across different experimental conditions, since participants
could only mark a given manipulated stimulus in only one of the
experiments and modalities.
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The objectives of this study are twofold. Firstly, it aims at
analyzing the contribution of the different phases of gestures—
whether performed with hands, head, or eyebrows simultaneously
or in combination—to the perception of prominence by offering
fine-grained details of the interaction between auditory and visual
cues in language processing. Secondly, we wish to gain insight
into the relative weight and the interactions of the three acoustic
cues of phrasal prominence in Castilian Spanish—namely F0,
intensity and duration (to which we also added spectral balance)—
by means of an experimental design that allows to conduct separate
analyses for different combinations of these variables, whose
hierarchy and perceptual importance have been the subject of a
longstanding debate in Hispanic linguistics (e.g., Contreras, 1964;
Navarro Tomás, 1964; Quilis, 1971; Solé, 1984; Enríquez et al., 1989;
Llisterri et al., 2003; Ortega-Llebaria and Prieto, 2011).

Following the literature, our first hypothesis is that visual
information, when available, in the form of gestures will be used
by listeners as a cue of prominence together with the acoustic
changes in F0, intensity, or duration. Our second hypothesis is that,
when lacking any cues in the visual modality, and with duration as
the only cue available to them, listeners will still be able to detect
prominence, as suggested by previous results (Jiménez-Bravo and
Marrero-Aguiar, 2020). The third hypothesis is that the apex phase
of gestures will drive the perception of visual prominence, due to
its synchronization with the prosody of the speech signal (Kendon,
1972; Jannedy and Mendoza-Denton, 2005; Loehr, 2012; Esteve-
Gibert and Prieto, 2013), even if alternative findings are suggestive
of a possible stronger relevance of strokes in perception (Jiménez-
Bravo and Marrero-Aguiar, 2020). Finally, considering evidence
previously mentioned, we wished to control for both the gender
and the level of musical training of participants in their realization
of the experimental task.

This paper is organized as follows. Initially, the second section
describes the multimodal stimuli used in the four perception
experiments as well as the methodology used for the manipulation
of the acoustic signal and the annotation of gestures. Later, the third
section is divided into two parts: in the first part we assess themarks
of prominence in the four experiments and compute inter-rater
agreement and the prominence score pooled over participants.
In the second part, a set of generalized linear mixed models are
estimated in a global analysis for the four experiments combined,
from which the model that best account for the data is chosen, to
compare the results with those initially obtained for a 30-sentence
corpus used in Jiménez-Bravo and Marrero-Aguiar (2020). Later,
generalized linear mixed models are fitted separately for each
experiment, which enables to conduct independent analyses for
both the auditory and the audiovisual cues of prominence. Finally,
the fourth and the fifth sections assess the implications of the results
and offer an interpretation in the light of previous studies.

2 Materials and methods

2.1 Stimuli

All audiovisual clips used as multimodal stimuli showed a
speaker engaged in a spontaneous conversation uttering a sentence
without being interrupted while performing a movement produced

with hands, and alternatively also accompanied by an eyebrow raise
or a head nod. The stimuli, available on the website youtube.com,
were obtained from audiovisual recordings captured with hidden
cameras in the talent show “Operación Triunfo” (1st edition), in
which participants could not see the cameras but were aware of
being recorded. A previous experiment was conducted with the
aim of selecting, from an initial 30-sentence corpus (Jiménez-Bravo
and Marrero-Aguiar, 2020), the most appropriate target sentences
for this study, which was designed to be conducted online as four
independent experiments. Care was taken that stimuli had similar
grammatical complexity and similar word frequency. As a result,
four prototypical sentences—two uttered by a male speaker and
two uttered by a female speaker—were chosen for this study based
on the consistent agreement on the prominence ratings showed
by participants in the study by Jiménez-Bravo and Marrero-Aguiar
(2020). The four target sentences, ranging between 9 and 18 words
(M = 13.5, SD = 3.7), made up a total of 54 words available to each
participant for marking.

Apart from four target sentences, trial and filler sentences also
extracted from the talent show and having similar characteristics
as the target sentences were introduced in the experiments, so that
a total of 13 sentences were randomly presented to participants
in each experiment, who received, firstly, three trial sentences
to get familiar with the task, and then six target sentences for
prominence marking (two non-manipulated for control purposes,
and four manipulated ones); additionally, three filler sentences
were also randomly interspersed between the target sentences (see
Supplementary Table 2). When filler sentences were presented to
participants, they were asked to report on either a visual element
in the audiovisual modality or a word in the audio-only modality.
The purpose of this was to make participants pay close attention
to the images displayed on the screen (or uttered in the audio-
only modality). In this way we tried to avoid a behavior previously
observed, in which participants tended to close their eyes and
concentrate only on the auditory signal when the stimuli were
presented in the audiovisual modality, thus neglecting the images
displayed on the screen (Krahmer and Swerts, 2007; Jiménez-
Bravo and Marrero-Aguiar, 2020). Finally, two listeners trained
in phonetics also provided marks of prominence to the non-
manipulated stimuli both in the audio-only and in the audiovisual
modality, so that their marks served as reference to compare with
the participants’ marks of prominence.

2.1.1 Acoustic manipulation
Three of the four experiments included manipulations of the

speech signal, aiming to test the perceptual weight of the acoustic
correlates available to listeners in each of them. The remaining
experiment, whose stimuli had not been manipulated and kept
the original speech signal, served as control. Consequently, each
experiment included a different combination of manipulated cues:
in Exp0 (control experiment) all acoustic cues were available to
the listeners; in Exp1, the prominence-lending properties of F0 had
been reduced, but not those of intensity and duration; in Exp2, the
available cues were F0 and duration, but not intensity; in Exp3, only
duration kept its prominence-lending properties, since both F0 and
intensity had been manipulated. Spectral balance, which was also
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analyzed as a cue of prominence in all four experiments, was not
directly manipulated, but was inevitably altered in all cases in which
F0 and intensity had been manipulated.

The prominence-lending properties of F0 and intensity were
reduced with Praat (Boersma and Weenink, 2023) in a similar
way as described in Jiménez-Bravo and Marrero-Aguiar (2020),
i.e., for the whole length of the stimulus, F0 was flattened within
a 2-semitone range between its maximum and minimum values—
following results on just noticeable differences (’t Hart, 1981;
Pamies et al., 2002)—, while intensity was flattened at 69 dB;
duration was not manipulated so as to avoid a perceptual mismatch
between the sound of the speech signal and the articulation
movements performed by the speaker in the image, which would
lead to a significant increase in the artificiality of the task. For all
experiments, regardless of the specific manipulations conducted,
acoustic measures were taken for maximum F0 of lexically stressed
vowels—or of the adjacent vowel if a F0 shift occurred—, mean
intensity of lexically stressed vowels, and duration of stressed
syllables. Next to these, spectral balance was also measured
in lexically stressed vowels, regardless of vowel quality, as the
difference between the intensity of the first harmonic (H1)
minus that of the second harmonic (H2) (e.g., Campbell and
Beckman, 1997) and was included in the statistical analyses.
Table 1 summarizes the actual acoustic data analyzed in the four
experiments.

2.1.2 Gesture annotation
By means of ELAN (Brugman and Russel, 2004) we annotated

gestures in their different phases, i.e., preparation, stroke, apex,
hold, and recoil (there were not any retraction phase in the samples)
in a similar way as described in Jiménez-Bravo andMarrero-Aguiar
(2020). The annotation was conducted for all gestures, regardless of
the articulator they were performed with—whether it was hands,
head or eyebrows separately or in combination (see Figure 1).
Nonetheless, it was hand gestures that consistently appeared in
all stimuli, often accompanied by a head nod and/or an eyebrow
raise, and which often included all phases, since head nods and
eyebrow raises often lacked some of the phases performed with
hand gestures, e.g., preparation, recoil. Thus, gestures that included
head nods and eyebrow raises consistently included the phases
of stroke and apex, and occasionally head nods also included the
phase of preparation. As can be seen in Figure 1, the phases of
stroke and apex were annotated as coincidental for the several
articulators that were involved in the realization of a certain gesture.
We omitted any further categorization of gestures—e.g., beats,
deictic, iconic, or metaphoric, or referential vs. non-referential—
and did not compute the number of occurrences performed by each
articulator separately or in combination.

2.2 Participants

The responses of 240 participants were gathered online, 60 for
each experiment, i.e., 30 of them rated a given stimulus in one of the
modalities—audio-only or audiovisual—, while the remaining 30
did so in the othermodality. They were not financially compensated

and were mainly recruited through social media to take part in
a study that was advertised as an online study on memory and
perception. None of the subjects reported any hearing disorders.

Several criteria were used to assure the reliability of the
collected data. Firstly, it was ensured that participants had Castilian
Spanish as their mother tongue and were settled in Spain at
the moment of participation (according to their IP-addresses).
Secondly, it was also ensured that they took at least 6 min to
complete the experimental task, but no more than 13 min, with
mean time for completion being 9 min 17 s (SD = 2 min 32 s), since
we wished to avoid effects due to fatigue (Feenstra et al., 2017) and
also wanted to prevent participants from overly relying on logical
inferences in the prominence marking task. Initially, a total of 312
naıve listeners completed the four experiments conducted online,
but after applying these criteria the answers provided by 240 of
them (68 men and 172 women) were selected for the statistical
analyses—30 per modality and experiment—, which added up to
total of 12,960 rated words.

The main sources of individual variability being reported
in previous studies were controlled for, i.e., age, gender and
musical training (see Supplementary Figures 1–3). The declared
age of participants ranged between 18 and 66 years (M = 36.98,
SD = 10.55;Mmen = 39.80, SD = 10.75;Mwomen = 35.86, SD = 10.26),
with a predominance of participants under 50 years of age.
Participants were also questioned about whether they had ever
studied music and for how long (¿Has estudiado alguna vez música?

¿Durante cuánto tiempo?). According to their responses, they were
grouped for the analyses into three categories: none, little, and
much musical training. More precisely, those participants with
some dexterity at playing a musical instrument and/or having up
to 5 years of constant formal musical training were grouped as a
having little musical training, while those who declared themselves
as professional musicians or as non-professional musicians having
over 5 years of constant formal musical training up to the moment
of the experiment were considered as having much musical
training.

2.3 Procedure

A major challenge faced by every online experiment is the
need to ensure the reliability and validity of the results. To achieve
this, several requirements are necessary. Thus, in addition to
controlling for individual variables, which were gathered through a
questionnaire—i.e., age, gender, place of birth, mother tongue, and
level of musical training—, questions were also asked during the
experimental task to ensure that participants actually paid attention
to the auditory and audiovisual stimuli, as detailed below.

The study was conducted using the online survey software
SmartSurvey. At the recruitment stage, participants were asked to
take around 10 min to conduct the experiment on a computer and
use headphones in a quiet environment. Then, for the experiment
they were firstly presented with a brief set of instructions explaining
that they were expected to carry out two different tasks: sometimes
they were asked to mark all “the words that are pronounced with
more emphasis” in the sentence they were presented with; and some
other times, they had to answer about a certain visual element that

Frontiers inCommunication 05 frontiersin.org

https://doi.org/10.3389/fcomm.2024.1287363
https://www.frontiersin.org/journals/communication
https://www.frontiersin.org


Jiménez-Bravo and Marrero-Aguiar 10.3389/fcomm.2024.1287363

TABLE 1 Ranges [in square brackets], mean and standard deviation (in parenthesis) of the analyzed acoustic values in each experiment.

Experiment Manipulation Values

F0 (Hz) Intensity (dB) Duration (s) H1-H2

Exp0 None [104, 307]
3 (40.0)

[62, 80]
73.1 (3.5)

[0.027, 0.379]
0.110 (0.069)

[−9.4, 21.6]
3.56 (5.81)

Exp1 F0 within a 2-st range – as in Exp0 as in Exp0 [−15.6, 10.4]
0.70 (4.58)

Exp2 Intensity at 69 dB as in Exp0 – as in Exp0 [−4.3, 14.3]
3.45 (4.92)

Exp3 F0 2-st + intensity 69 dB – – as in Exp0 [−11.2, 12.0]
1.04 (4.22)

FIGURE 1

Sample screen of gesture annotation in ELAN. Speaker on the right performs an eyebrow rise in its e�ort peak (apex) together with a head and hand

movement. ha, hand; he, head; ey, eyebrows.

had been displayed on the screen or a certain word of the sentence
they had just heard in the audio-only modality. Participants had
the opportunity to get acquainted with the experiment in a series of
trials. Then, after a first self-paced stimulus presentation, a second
screen revealed either the experimental task or the filler question
(Figure 2). In case they were presented with the experimental task,
they were allowed to play back the clip just once more.

2.4 Statistical analyses

Firstly, the differences in the number of prominence marks in
each experiment were analyzed by means of chi-square tests, and
inter-rater agreement was calculated as the mean Cohen’s kappa

(1960) for all pairs of participants taking part in each experiment
(n = 30). Additionally, a reference value was provided by the
prominence marks given by two phonetically trained listeners.
Subsequently, in order to achieve a more fine-grained scale of
prominence the marks given by participants were distributed
across experiments and modalities for all sentences and pooled
over participants following the procedure of previous studies (e.g.,
Swerts, 1997; Cole et al., 2014). Thus, a prominence score (P-
score) ranging between 0 and 1 was expressed as the proportion
of participants who marked a certain word as prominent. More
precisely, the number of marks given to a word in a sentence
for each experiment and modality was divided by the number of
possible total marks for that word, that is, equal to the number
of participants. In order to uncover non-random error, kappa
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FIGURE 2

Three sample screens corresponding to the two experimental tasks in the audiovisual modality. Screens (A, B) correspond to the same stimulus for

prominence marking: (A) shows a videoclip for participants to watch just once; after clicking on Página siguiente (“Next page") at the bottom, the

screen showed in (B) displayed check-boxes to mark prominence for a given sentence that could be played back once more (in this example, “Simply

put, he seems to me someone that never has a bad word for anyone"). Screen (C) shows an example of the filler task, with a question about an

element seen in the video sequence—or a word heard in the audio clip in the audio-only modality—, with the purpose of making participants pay

attention to the audiovisual information available to them.

coefficients were combined with Pearson’s correlation between the
P-score of the marks provided by two phonetically trained listeners
and the rest of the participants in the four experimental conditions
and the two modalities (e.g., Hunt, 1986).

Secondly, a global analysis for the four experiments combined
was conducted through a set of generalized linear mixed models
(GLMMs). These models were fitted with a logit link function for

a binomial distribution in R Development Core Team (2023) by
means of the lme4 package (Bates et al., 2015). The declaration of an
initial model was motivated both by the research questions and by
previous results with which comparisons could be drawn (Jiménez-
Bravo and Marrero-Aguiar, 2020), so as to validate the results
obtained for the subcorpus used in this study. The dependent
variable prominence was initially modeled (model G1) as a function
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of the fixed effects of modality in interaction with the rest of the
predictors: experiment, which contained 4 levels—Exp0 (control
experiment), TL (the marks given by two trained listeners), Exp1
(flat F0), Exp2 (flat intensity), Exp3 (flat F0 and flat intensity)—
, the presence or absence of each gesture phase—i.e., preparation,
stroke, apex, hold, retract—, and the standardized acoustic values
of fundamental frequency (z.ff ), intensity (z.intensity), duration
(z.dur), and spectral balance (z.H1H2). The standardization of
the acoustic variables was made per sentence, since participants
marked prominent words depending on the phrasal environment
in which these were uttered, while fundamental frequency was
also standardized per speaker to avoid bias in pitch resulting from
gender differences.

In this global analysis, random effects were declared in the
initial model only with varying intercepts for both by-subjects
and by-items, although varying slopes were later declared as
model building proceeded. By-subjects random effects included
participants—i.e., the raters of prominence in the perceptual
experiments—and the by-items included the nested variables of
word within sentence within speaker. In every model, optimization
was carried out with bobyqa (Powell, 2009) to avoid non-
convergence errors. In this global analysis, and in order for our
results to be more directly comparable with previous results, the
predictors gender and musical training were not included. Then,
model selection proceeded by the progressive removal of factors
irrelevant for, and justified by, the research. For this the Akaike
Information Criterion (AIC) served as a way to rank models
(Akaike 1973; see Burnham and Anderson, 2002, for a review),
so that a comparison of their AIC values through the package
AICcmodavg (Mazerolle, 2023) eventually revealed the minimal
adequate model, the one with the lowest AIC value. Nonetheless,
all models within <2 1-points from this minimal adequate model
were also reported.

Thirdly, in a second analysis, which allowed a deeper
assessment of the variables of interest, generalized linear mixed
models (GLMMs) were fitted separately for each experiment and
modality. In this case, the dependent variable prominence was
predicted either as a function of the visual cues in the audiovisual
modality or as a function of the audio cues in the audio-only
modality. In this second analysis, all models also included twomore
variables that controlled for themusical training of participants and
their gender.

3 Results

3.1 Marks of prominence

Each of the 240 participants marked 54 words, so that the total
number of marked words was 12,960, out of which 3,202 (24.1%)
received a mark of prominence. Prominence marks per sentence
ranged between 2.76 and 3.97 (M = 3.33, SD = 1.98), with no
difference between both speakers [χ2 (1) = 0.40, p > 0.05].

3.1.1 Prominence and gesture phases
The audio-only modality served as the baseline to compare

the marks given to words coinciding with each gesture phase

in the audiovisual modality. In the control experiment, Exp0
(non-manipulated stimuli), the phases that received more
marks of prominence in the audiovisual modality were strokes
(+9.5%) [χ2 (1) = 17.55, p < 0.001], and apexes (+8.9%)
[χ2 (1) = 12.81, p < 0.001]. However, words coinciding with
strokes showed significant differences also in Exp2 (flat intensity)
[χ2 (1) = 15.31, p < 0.00]. Differences for holds were only
observed in Exp2 (flat intensity) [χ2 (1) = 10.42, p = 0.001]. No
differences were found for preparation nor recoil phases in any
experiment (Table 2).

In short, the chi-square tests revealed that, under normal
acoustic conditions, as in Exp0 (control experiment), participants
seemed to consider more words as prominent when strokes
and apexes—typically performed with hands, but also possibly
coinciding with a head nod and/or an eyebrow raise—co-
occurred with prominence signaled by auditory cues. However, the
manipulations in the audio signal often overrode this effect, as seen
in the fewer marks of prominence given to these gesture phases in
Exp1, Exp2, and Exp3.

3.1.2 Prominence and acoustic cues
In this section the results are detailed per experiment and

modality, as can be seen in Table 3, and Figure 3. Overall, the
control experiment (non-manipulated stimuli) received fewer
marks of prominence than any of the three experiments involving
manipulated stimuli. Furthermore, when Exp0 was compared with
the experiments whose signal was manipulated, the marks given in
the audio-only modality consistently increased: in Exp1 (flat F0)
[χ2 (1) = 9.19, p = 0.002]; in Exp2 (flat intensity) [χ2 (1) = 22.72,
p < 0.00]; and in Exp3 (flat F0 and flat intensity) [χ2 (1) = 6.49,
p = 0.01] (Figure 3A). However, this trend was reversed in the
audiovisual modality, where the visual information co-occurring
with degraded acoustic cues reached a maximum in Exp0 but
decreased in all three experiments, yielding significant differences
in Exp2 [χ2 (1) = 6.36, p < 0.01], and in Exp3 [χ2 (1) = 5.16,
p < 0.02] (Figure 3B). Consequently, a possible interpretation is
that, when only the audio is available, the degradation of the
acoustic signal makes prominent words stand out less from their
environment and creates uncertainty as to where prominence
lies, while the visual information allows to maintain a higher
degree of confidence in this judgement, resulting in fewer marks
of prominence. Furthermore, when crossing experiments and
modalities, significant differences between both modalities were
found within Exp0 (non-manipulated signal) [χ2 (1) = 10.93,
p < 0.001], and within Exp2 (flat intensity) [χ2 (1) = 9.55,
p = 0.001], yet in a different direction in each case (Figure 3C).

Marks of prominence given by participants per experiment and
modality.

In sum, these results show that the visual information interacts
in a complex way with the acoustic cues of prominence and that the
visual cues of prominence may not have an additive effect on the
marks of prominence but, rather, a subtractive one. Probably, when
gestural information is available, a coincidence between the visual
and auditory information is required, otherwise words tend not to
be considered prominent.
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TABLE 2 Di�erent gesture phases accompanying words marked as prominent in all experiments and modalities.

Phase Words Marked as prominent (%)

Exp0 (control) Exp1 (flat F0)

A AV AV (±%) A AV AV (±%)

Preparation 272 25 (8.3) 29 (9.6) +1.3 37 (12.3) 33 (11.0) −1.3

Stroke 422 27 (6.0) 70 (15.5) +9.5 57 (12.6) 74 (16.4) +3.8

Apex 538 214 (41.9) 260 (51.0) +8.9 228 (44.7) 218 (42.7) −2.0

Hold 208 54 (30.0) 55 (30.5) +0.5 62 (34.4) 52 (28.8) −5.6

Recoil 180 21 (11.6) 19 (10.5) −1.1 31 (17.2) 28 (15.5) −1.7

Total 1,620 341 (21.0) 433 (26.7) + 5.7 415 (25.6) 405 (25.0) −0.6

Exp2 (flat intensity) Exp3 (flat F0 + intensity)

A AV AV (±%) A AV AV (±%)

Preparation 272 43 (14.3) 29 (9.6) −4.7 19 (6.3) 27 (9.0) +2.7

Stroke 422 85 (18.8) 43 (9.5) −9.3 54 (12.0) 50 (11.1) −0.9

Apex 538 238 (46.6) 237 (46.4) −0.2 230 (45.1) 215 (42.1) −3.0

Hold 208 68 (37.7) 39 (21.6) −16.1 63 (35.0) 58 (32.2) −2.8

Recoil 180 25 (13.8) 22 (12.2) −1.6 37 (20.5) 26 (14.4) −6.1

Total 1,620 459 (28.3) 370 (22.8) −5.5 403 (24.8) 376 (23.2) −1.6

Values for the audio-only modality, where no visual information was available, served as the baseline to compare the marks given by listeners in the audiovisual modality. Values in parentheses

express percentage.

TABLE 3 Marks of prominence given by participants per experiment and modality.

Modality Words Marked as prominent (%)

Exp0 (control) Exp1 (flat F0) Exp2 (flat intensity) Exp3 (flat F0+ intensity)

A+AV 3,240 774 (23.8) 820 (25.3) 829 (25.5) 779 (24.0)

A 1,620 341 (21.0) 415 (25.6) 459 (28.3) 403 (24.8)

AV 1,620 433 (26.7) 405 (25.0) 370 (22.8) 376 (23.2)

AV (±%) +5.7 −0.6 −5.5 −1.6

Values in parentheses express percentage.

3.1.3 Inter-rater agreement and prominence
score (P-score)

Inter-rater agreement among participants, as can be seen
in Table 4, was highest in the audio-only modality for non-
manipulated stimuli (Exp0, κ = 0.412), although the degree of
agreement decreased in the audiovisual modality (κ = 0.343), as
was also the case for the marks provided by the two phonetically
trained listeners (audio-only, κ = 1.00; audiovisual, κ = 0.89).
Such agreement values for non-manipulated stimuli were not very
different from those obtained in other similar experiments (e.g., Mo
et al., 2008; Bishop et al., 2020).

The manipulation of the acoustic cues of prominence in
the three independent experiments yielded a poorer inter-rater
agreement than in Exp0 in the audio-only modality, suggesting
that as the acoustic signal degraded, so did agreement. However, in
the audiovisual modality this pattern did not occur, and agreement
was almost as high in Exp2 (flat intensity) as in Exp0. This
could suggest that, at least in the experiments conducted in this
study, visual cues may compensate to some extent for the loss of
acoustic information.

Finally, prominence scores (P-scores) showed a high degree of
consistency between the prominence marks given by participants
when compared to those given by phonetically trained listeners,
while Pearson’s correlation between the P-score of the trained
listeners and that of participants showed a fairly high correlation
in each experiment (Table 5; Supplementary Table 3). The greatest
P-score was found on clearly prominent words, which co-occurred
with the apex of a gesture, such as nunca “never” (sentence 1,
see Supplementary Figure 4), unos “ones/some of them” and otros

“others” (sentence 2, see Supplementary Figure 5), ir a saco “go
all out” (sentence 3, see Supplementary Figure 6) and más “more”
(sentence 4, see Supplementary Figure 7). Although the words in
our experiment are in everyday use—i.e., they all appear in the
Corpus del Español del Siglo XXI (CORPES XXI)—, there is no
correlation between their use frequency and the prominence marks
they received. For example, the second most marked word, [a]
saco, has a normalized frequency of 0.33, which is very low. Nor
did prominence marks seem to be conditioned by the grammatical
category of words, so that among the 10 most marked words we
find nouns, proper names, adverbs, articles, and pronouns. It seems
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FIGURE 3

Number of prominence marks given by participants per modality

(audio-only in top panel, audiovisual in middle panel, and their

comparison in bottom panel) in each experiment: Exp0 (control),

Exp1 (flat F0), Exp2 (flat intensity), Exp3 (flat F0 + flat intensity). (A)

Audio-only modality. (B) Audiovisual modality. (C) Both modalities.

*p < .05, **p < .01 and ***p < .001.

that the variables that determine the probability of words of being
marked are linked to each specific communicative act and depend
on their pragmatic function in that interaction.

3.2 Generalized linear mixed models
analyses

3.2.1 Global model
All experiments that included manipulated auditory cues

(Exp1, Exp2, and Exp3) were compared to the control experiment
Exp0 in a global analysis using the procedure previously described
(see Jiménez-Bravo and Marrero-Aguiar 2020, for details).
Additionally, the marks provided by two trained listeners were also
included to compare with the markings of the 60 participants (30
per modality) taking part in the control experiment, Exp0.

Model building proceeded frommodels G1 to G27. Initially, the
different non-significant predictors were progressively removed,
which resulted in a progressive decrease of their AIC value. Next,
the variance of by-item random effects was observed to be almost
entirely captured by sentence and word, and the upper level of
the nested by-item random effect, speaker, was removed from
model G13 onwards. Additionally, from model G14 to model
G27 slopes for by-items random effects were declared, and they
included either the variablemodality or both variablesmodality and
experiment. From these subsequent models, G25 yielded the lowest
value (AIC = 9,919.99) (see Supplementary Table 4).

The estimates for the predictors of G25 revealed that
participants of Exp0 (control experiment) in the audio-only
modality did not perform differently from two trained listeners
whose marks served as reference (Figure 4). However, when
compared to Exp0, participants were more likely to mark words in
Exp1 (β = 0.72, SE = 0.27, z = 2.68, p = 0.007), in Exp2 (β = 0.66,
SE = 0.26, z = 2.48, p = 0.013), and in Exp3 (β = 0.65, SE = 0.27,
z = 2.44, p = 0.014). In this global comparison, this effect was
reversed in Exp2 (β = –0.58, SE = 0.37, z = –2.73, p = 0.006), as
seen in the interaction between experiment andmodality, with Exp3
falling short of significance (p = .076). Furthermore, participants
were more likely to mark prominent words by the overall effect of
strokes (β = 1.60, SE = 0.26, z = 6.06, p< 0.001) and holds (β = 1.25,
SE = 0.30, z = 4.25, p< 0.001); as well as by the effect of F0 (β = 0.20,
SE = 0.04, z = 5.15, p < 0.001) and duration (β = 0.82, SE = 0.14,
z = 5.86, p < 0.001). Intensity and spectral balance did not seem to
generally contribute to predict the marks of prominence given by
participants in this global model.

3.2.2 Models by experiment
3.2.2.1 Exp0 (non-manipulated stimuli)

In this control experiment two mixed models—one for each
modality—were fitted to predict prominence from the marks given
by participants relying on a non-manipulated signal (Figure 5, see
Supplementary Table 6). The model for the audio-only modality
revealed that, in the absence of the visual cues of prominence,
participants made use of all the acoustic cues at their disposal—
except for spectral balance—, with duration showing the strongest
effect (β = 1.49, SE = 0.21, z = 7.12, p < 0.001), while F0 (β = 0.66,
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TABLE 4 Details of inter-rater agreement (mean Cohen’s kappa) for all pairs of participants per experiment and modality.

Experiment Modality

Audio-only (A) A-TL Audiovisual (AV) AV-TL

Exp0 (control) 0.412 0.431 0.343 0.289

Exp1 (flat F0) 0.282 0.299 0.269 0.278

Exp2 (flat intensity) 0.275 0.292 0.380 0.388

Exp3 (flat F0+ intensity) 0.342 0.357 0.366 0.369

Trained listeners (reference) 1.00 0.89

Additionally, values for the same pairwise comparisons of all participants but including also those of two T(rained) L(isteners) are given as A-TL and AV-TL.

TABLE 5 Correlation (Pearson coe�cient) among trained listeners and

participants per experiment and modality.

Experiment Modality

Audio-only Audiovisual

Exp0 (control) 0.820 0.822

Exp1 (flat F0) 0.720 0.750

Exp2 (flat intensity) 0.717 0.814

Exp3 (flat F0+ intensity) 0.716 0.742

Mean 0.743 0.782

FIGURE 4

Global model. For OR < 1, the e�ect size equals 1/OR (95% CI).

SE = 0.22, z = 2.97, p = 0.003) and intensity (β = 0.64, SE = 0.24,
z = 2.67, p = 0.007) contributed similarly to the responses given by
participants.

Interestingly, the model for the audiovisual modality showed
that intensity no longer played a role in cueing prominence when
the visual cues were present, while the effect of duration was

reduced. Only the effect of F0 remained similar to that in the audio-
only modality (β = 0.65, SE = 0.17, z = 3.78, p < 0.001), and that of
duration was reduced (β = 1.25, SE = 0.17, z = 7.58, p < 0.001). As
for the visual cues of prominence, and as seen by the size of their
effect, they seem to have had a stronger perceptual effect than the
effect of the auditory cues, with strokes (β = 1.73, SE = 0.68, z = 2.53,
p = 0.01) and holds (β = 1.75, SE = 0.81, z = 2.17, p = 0.03) being
significant.

3.2.2.2 Exp1 (flat F0)

Two models were fitted to assess how the different variables
predict the marks of prominence given by participants in the
experiment lacking the prominence-lending properties of F0
(Figure 6, see Supplementary Table 7). Firstly, a stronger effect
of duration over intensity in cueing prominence was found in
both modalities. In audio-only, prominence marks were predicted
mainly by intensity (β = 0.31, SE = 0.15, z = 1.99, p = 0.04)
and duration (β = 0.97, SE = 0.17, z = 5.71, p < 0.001). As
before, spectral balance was not relevant, probably as a result of
the manipulation of F0. In the audiovisual modality, the effect of
duration increased (β = 0.95, SE = 0.15, z = 6.40, p < 0.001), and so
did the effect of intensity (β = 0.36, SE = 0.14, z = 2.53, p = 0.01).

In this experiment, where minimal variations of F0 were
present in the signal, the group of participants with more than 5
years of musical training were more likely to give words a mark
of prominence (β = 1.57, SE = 0.56, z = 2.79, p = 0.005), but only
in the audio-only modality, while in the audiovisual modality, the
responses of participants did not varied as a result of their level
of musical training. As for the visual cues of prominence, only the
stroke phase of gestures increased the odds of words to be marked
as prominent (β = 1.72, SE = 0.70, z = 2.44, p = 0.01).

3.2.2.3 Exp2 (flat intensity)

This experiment tested the effects of the acoustic correlates
of F0 and duration after intensity had been flattened at 69 dB
(Figure 7, see Supplementary Table 8). In the audio-only modality,
duration (β = 1.21, SE = 0.18, z = 6.72, p < 0.001), was found to
have a larger effect than F0, the other remaining cue in the signal
(β = 0.63, SE = 0.16, z = 3.87, p < 0.001); while in the audiovisual
modality, the same larger effect of duration (β = 1.28, SE = 0.20,
z = 6.34, p< 0.001), over F0 (β = 0.58, SE = 0.19, z = 3.11, p = 0.001),
was observed. Finally, the group of participants with up to 5 years of
musical training were less likely to mark words than those with no
training at all (β = –1.44, SE = 0.46, z = –3.09, p = 0.002). A post-hoc

Tukey comparison for this variable revealed no other differences
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FIGURE 5

Exp0 (control experiment). For OR <1, the e�ect size equals 1/OR

(95% CI). (A) Audio-only modality. (B) Audiovisual modality. *p < .05,

**p < .01 and ***p < .001.

between those participants with<5 years and those with more than
5 years of musical training.

3.2.2.4 Exp3 (flat F0 and flat intensity)

In this experiment the prominence-lending properties
both of F0 and intensity had been reduced (Figure 8, see
Supplementary Table 9). The statistical analyses revealed again
a consistent effect of syllable duration both in the audio-only
(β = 1.34, SE = 0.22, z = 6.00, p < 0.001), and in the audiovisual

FIGURE 6

Exp1 (flat F0). For OR <1, the e�ect size equals 1/OR (95% CI). (A)

Audio-only modality. (B) Audiovisual modality.

modality (β = 1.26, SE = 0.19, z = 6.46, p < 0.001). Among the
visual cues of prominence, none of the gesture phases had an
effect on the marks of prominence, probably due to the strong
degradation of the acoustic cues of prominence.

Furthermore, when controlling for the effect of gender, a
difference in the performance between men and women was found
in the audiovisual modality (β = 0.95, SE = 0.32, z = 2.99,
p = 0.002), with women being more likely than men to give words
a mark of prominence. This could be related to the fact that
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FIGURE 7

Exp2 (flat intensity). For OR <1, the e�ect size equals 1/OR (95% CI).

(A) Audio-only modality. (B) Audiovisual modality. **p < .01 and

***p < .001.

women are generally considered to be more active gazers than men
when processing multimodal information under adverse acoustic
conditions (Johnson et al., 1988; Jaeger et al., 1998).

4 Discussion

The aim of this study was to analyze the contribution
of gestures in multimodal communication, and also to gain
insight into the role and interaction of the acoustic cues of

FIGURE 8

Exp3 (flat F0 and flat intensity). For OR <1, the e�ect size equals

1/OR (95% CI). (A) Audio-only modality. (B) Audiovisual modality.

**p < .01 and ***p < .001.

prominence in Castilian Spanish. Building on the methodology
described in a previous study (Jiménez-Bravo and Marrero-Aguiar,
2020), four independent experiments in two modalities—audio-
only and audiovisual—were conducted online, each involving a
different manipulation of the acoustic correlates of prominence,
i.e., suppression of the prominence-lending properties of F0 in
experiment Exp1; of intensity in experiment Exp2; and both of F0
and intensity in Exp3; the control experiment Exp0 did not involve
any manipulation of the spontaneous speech signal.
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Firstly, all four experiments were compared in a global analysis,
which also included a reference provided by the marks of two
phonetically trained listeners on non-manipulated stimuli. The
results showed no differences between these marks serving as
reference and those of the control experiment. However, an overall
effect was observed in the audio-only modality for words to be
“overmarked” in all the experiments having manipulated stimuli.
On the contrary, an opposite trend was found when participants
could rely on the visual cues of prominence in the experiments
involving manipulated stimuli, where words tended to receive
fewer marks of prominence. Additionally, F0 and duration had
an overall effect on the marks given by participants. These results
replicated those of a previous study conducted on a larger corpus
(Jiménez-Bravo and Marrero-Aguiar, 2020), showing that in our
study the use of a larger sample size of participants with a smaller
sample size of target sentences yielded similar results. In this
sense, the methodological differences in our experiment respect to
that by Jiménez-Bravo and Marrero-Aguiar allowed participants
to complete the experiments online without suffering a fatigue
effect. In addition, the between-subjects design employed here also
permitted to conduct independent analyses for both the auditory
and the audiovisual cues of prominence for each experiment.

These independent analyses confirmed our first hypothesis,
and gestures—whether performed with hands, head, or eyebrows
separately or in combination—were used by listeners as a cue of
prominence together with the acoustic changes in F0, intensity,
or duration. So did our second hypothesis, and in the audio-only
modality, lacking any gestural cues, duration served as a sufficient
cue to detect prominence, even in the absence of either F0 or
intensity. As for our third hypothesis, namely that the apex phase
of gestures drives the perception of visual prominence due to its
synchronization with the prosody of the verbal signal (Kendon,
1972; Jannedy and Mendoza-Denton, 2005; Loehr, 2012; Esteve-
Gibert and Prieto, 2013), it was only partially confirmed, since
the stroke was the gesture phase that most often coincided with
prominence marks, especially when F0 information was absent.

4.1 Multimodal interaction between
gesture and speech

So far most of the previous methodologies applied to the study
of the multimodal perception of prominence have used animated
agents (e.g., Krahmer et al., 2002a; Al Moubayed and Beskow,
2009) or multimodal stimuli elicited in experimental settings (e.g.,
Krahmer and Swerts, 2007; Foxton et al., 2010). Very few studies
have made use of spontaneous speech, from which only Swerts and
Krahmer (2010, experiment 1) conducted a perceptual experiment
to study prominence perception, and they did so only in the
auditory modality. The limitations inherent to these methods have
not allowed yet to study in detail the interplay of the different
acoustic correlates of prominence and the exact role played by
gestures in relation to them. However, in the present study,
spontaneous speech extracted from a talent show (“Operación
Triunfo", 1st edition) was used to overcome some of the mentioned

limitations, proving that the multimodal perception of prominence
can benefit from such a methodological shift.

In fact, our analyses have made evident that visual information
interacts with the auditory perception of prominence. In natural
non-manipulated stimuli (Exp0), the effect of duration was largely
reduced in the audiovisual modality, while intensity stopped cueing
prominence. Differently, the effect size of F0 hardly changed in the
control experiment by the effect of the visual cues of prominence,
and it remained unaffected in the audiovisual modality of Exp2.
Such an influence of the visual information on the perception of
the auditory signal is supported by the large number of studies
accounting both for the strong connection between gesture and
speech and for the potential of gestures to enhance the perception
of prominence (e.g., Granström et al., 1999; House et al., 2001;
Krahmer et al., 2002a,b; Krahmer and Swerts, 2007; Al Moubayed
and Beskow, 2009; Scarborough et al., 2009; Foxton et al., 2010;
Prieto et al., 2011).

In this regard, visual cues have previously been found to have
a stronger perceptual effect than the acoustic cues of prominence
(Prieto et al., 2011), which is in line with the general reduction in
effect size found here for the acoustic cues when perceived together
with visual information in Exp0 (control experiment). By the same
token, Jiménez-Bravo and Marrero-Aguiar (2020) observed that
when marking for prominence audiovisually, participants did not
need stressed syllables to be as high in pitch or as long in duration
as in the audio-only modality to give it a mark of prominence.

Additionally, intensity changes may be more affected by visual
prosodic information than F0 changes, as intensity is thought to be
more correlated with articulatory gestures than F0 (Scarborough
et al., 2009; Foxton et al., 2010). For example, Foxton et al. (2010)
observed that participants were able to detect both F0 changes and
intensity changes in both modalities (audio-only and audiovisual);
however, participants could better detect the thresholds of auditory
cues when they were accompanied by visual information, and
especially so for intensity. Furthermore, intensity has been reported
to be processed together with duration as a unit in lexical stress
perception, and minimal variations of duration had a larger effect
on the perception of loudness than minimal variations of intensity
in the perception of syllable length (Turk and Sawusch, 1996).
In summary, our results indicate that in non-manipulated stimuli
(Exp0) the perceptual effect of intensity can be expendable in the
presence of visual information but not that of F0. Conversely, when
the acoustic cues of prominence are degraded, the effect of intensity
remains constant in the audiovisual modality, as seen in Exp1,
where it cued prominence together with duration.

Apart from this, the audiovisual information consistently
influenced the number of marks of prominence given by
participants, as observed in Exp0, where more marks of
prominence were given in the audiovisual modality than in the
audio-only modality. Conversely, once the signal was manipulated,
participants “overmarked” words in the audio-only modality across
experiments. This “overmark effect", however, disappeared in the
audiovisual modality (see Table 3). In our view, this is suggestive
of a compensatory mechanism in the audiovisual modality
prompted by the gestures of prominence, making participants
more conservative raters when perceiving audiovisually the same
degraded speech signal that is present in the audio-only modality.
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In other words, under adverse acoustic conditions—as in Exp1,
Exp2, and Exp3—, participants may not be sure of what words are
prominent in the audio-only modality, and as a result they tend
to mark words more generously than under normal conditions—
as in Exp0, non-manipulated signal. This effect is reversed when
they can see the speaker, so that the uncertainty introduced
by the manipulation of the signal becomes less determinant.
Consequently, at that point participants may realize that certain
stimuli do not contain so many prominent words after all. That is
in line with the better inter-agreement found for the audiovisual
modality across experiments when compared to the audio-only
modality (see Table 4). In this sense, visual information in the form
both of beats (Krahmer and Swerts, 2007) and facial gesturing
(House et al., 2001; Swerts and Krahmer, 2008; Dohen and
Lœvenbruck, 2009) has been related to a stronger production and
perception of verbal prominence, and some studies on the neural
integration and processing of gesture and speech have also pointed
out that beat gestures might drive listeners’ attention and help them
to process speech prosody and other relevant aspects of the spoken
signal (e.g., Granström et al., 1999; Krahmer and Swerts, 2007;
Scarborough et al., 2009; Al Moubayed et al., 2010; Prieto et al.,
2011; Kim et al., 2014; Biau et al., 2015).

4.2 Phases of gestures

The several phases of gestures—performed mostly with hands,
but also with head and/or eyebrows—that were analyzed in
the present study may also offer better insight into how visual
information contribute to the perception of prominence. There
are two main findings in this respect, showing how degradation
of the acoustic signal affects the integration of visual and auditory
information.

4.2.1 Natural non-manipulated speech
The model fitted for the audiovisual modality of Exp0 indicated

that strokes played an important role, as well as holds, in driving
the attention of participants. However, the chi-square tests showed
a significant increase in the audiovisual modality only in the
number of marks for strokes—as well as for apexes (see Table 2).
This suggests that, despite the large effect size observed for holds,
when the number of marks given in the audiovisual modality was
compared to those marks given in the audio-only modality, it
was mostly strokes—and to a lesser extent also apexes—that made
participants give words a mark of prominence. Strokes typically
coincide with stressed syllables (e.g., Loehr, 2012; Esteve-Gibert
and Prieto, 2013; Rohrer et al., 2023) and might be perceptually
more salient than apexes, which correspond to the part of strokes
that is time-aligned with F0 peaks. In addition, by the size of their
effect, the visual cues of prominence seem to have contributed
more than the auditory cues to drive the perception of participants.
This finding is in line with previous results reporting a stronger
perceptual effect of visual over auditory information (Prieto et al.,
2011), although some studies reported that either auditory cues
play a more important role (e.g., Swerts and Krahmer, 2004, 2008)

or that both are perceptually integrated and none is predominant
(Dohen and Lœvenbruck, 2009).

4.2.2 Degraded acoustic information
As seen in the statistical models, participants relied on strokes

in Exp1 (flat F0), while apexes proved significant only in Exp2 (flat
intensity, F0 present). In Exp3 (flat F0 and flat intensity), where
duration was the only acoustic cue, none of the phases of the gesture
seem to have played any important role, despite the fact that the
visual information was available for the marking of prominence.
Our interpretation is that in Exp1 and Exp3 the manipulation of F0
can cause a loss of connection between pitch accents and apexes,
a connection consistently reported in literature (e.g., Kushch and
Prieto Vives, 2016). So, our results suggest that both strokes and
apexes can be perceptually relevant in a partially degraded speech
signal, as in Exp1 and Exp2, respectively, but as the speech signal
becomes more degraded, as in Exp3, none of them suffices to drive
the participants’ perception.

To our knowledge, the only study with a degraded speech
signal lacking the prominence-lending properties of acoustic cues
is that of Dohen and Lœvenbruck (2009), who used normal
and whispered speech to analyze the perception of prominence.
However, it is difficult to compare our results to theirs, since they
did not assess the individual cues of prominence either separately
or in their interaction with visual information. Nonetheless, it is
acknowledged that prominence perception is enhanced when the
perceptual effect both of intonation and of gestures are maximized
(e.g., Prieto et al., 2011). Regardless of whether visual cues are
predominant or not over the auditory ones, what can be interpreted
from our results is that the visual cues of prominence do not
take over in the absence of clear auditory cues but are themselves
reduced in their prominence-lending properties, which points to a
strong integration of visual and auditory modalities, as previously
suggested.

4.3 Acoustic cues of prominence

An important observation made in this study is that
participants resorted across experiments to whichever acoustic
cues they could rely on in the signal in order to detect
prominence. In the control experiment, where all acoustic cues
were intact, F0, intensity, and duration—but not spectral balance—
cued prominence in the audio-only modality. Also, under more
adverse acoustic conditions—i.e., with degraded acoustic cues—,
this mechanism seems to operate in the same way, as participants
perceived prominence by means of the combination of the acoustic
cues they had at their disposal.

Concerning the role of duration in prominence perception, our
results show a stronger effect size of this cue across experiments
when compared to other acoustic cues of prominence. This
is in line with previous studies supporting the cross-linguistic
role played by duration in producing and perceiving phrasal
prominence, mostly in combination with the perceptual effects
of at least another correlate (Kohler, 2005; Mo, 2008a,b; Vogel
et al., 2016). For example, in a similar study on the perception
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of phrasal prominence conducted in English—but only in the
auditory modality—, Mo (2008a) concluded that duration was the
cue that most strongly determined the marks of prominence given
by participants, although he found a strong effect of spectral balance
as well. Nonetheless, our observation that syllable duration alone
allowed to detect prominence in the absence of any other cues
seems to be at odds with Mo’s conclusion that neither duration nor
spectral balance suffice by themselves to make participants detect
prominence (Mo, 2008b). Although cross-linguistic differences
may be relevant in this sense, the important role of duration finds
support in Spanish, where the combination of different cues of
prominence indicates that, in the context of unstressed vowels,
duration has the lead over F0 in cueing phrasal prominence (Vogel
et al., 2016). Several authors have also offered evidence for the
combined role of duration and intensity/spectral balance in the
production and perception of phrasal prominence (e.g., Kochanski
et al., 2005; Mo, 2008a; Silipo and Greenberg, 1999, 2000 for
English; e.g., Sluijter and van Heuven, 1996b; Sluijter et al., 1997 for
Dutch). Even if pitch accents are generally acknowledged to have
a lengthening effect on stressed syllables, the combined potential
of both cues to signal phrasal prominence cross-linguistically has
been called into question (Beckman and Edwards, 1994; Sluijter
and van Heuven, 1996a,b; Ortega-Llebaria and Prieto, 2007). When
signaling focused constituents, prosodic lengthening has been
found to be correlated with higher F0 (Baumann et al. 2007, for
German; Watson et al. 2008, for English; Jun and Lee 1998, for
Korean). In Spanish, segmental lengthening has also been observed
in syllables carrying nuclear stress, which keep the typical low F0
of declarative sentences (Escandell-Vidal, 2011). This observation,
made in cases of verum focus, has been associated to the values
of impatience and insistence introduced by the repetition of given
information (Escandell-Vidal et al., 2014) and is suggestive of the
independence of duration from F0 when signaling prominence.

Our results for the control experiment do not provide enough
evidence to establish a ranking between the other two acoustic
cues—F0 and intensity—as auxiliary cues to duration, since both
achieved a very similar effect size in predicting prominence
in the audio-only modality of the control experiment. This
question is reminiscent of the long-standing debate that confronted
advocates of the melodic accent against those defending the role
of loudness/articulatory effort (e.g., Sievers, 1901; Stetson, 1928;
Navarro Tomás, 1964).

Finally, under normal acoustic conditions, in Exp0, spectral
balance did not yield significant results. Spectral balance was
calculated here as H1-H2 (e.g., Campbell and Beckman, 1997), but
it is possible that a different measure and controlling for other
sources of variability such as gender or vowel quality (Iseli et al.,
2007) might yield different results for its role in the multimodal
perception of acoustic prominence (see Kakouros et al., 2018,
for a review). Nonetheless, Spanish speakers—differently from
Dutch speakers (Sluijter et al., 1997)—do not seem to rely on
spectral balance in the perception of unaccented lexical stress
but, rather, are more sensitive to overall intensity and duration
(Ortega-Llebaria et al., 2007). For example, Heldner (2003) found
that spectral balance—next to overall intensity—was an acoustic
correlate of phrasal prominence in Swedish, which he measured as
the difference between the overall intensity and the intensity in a

signal previously low-pass filtered at 1.5 times the F0 (Heldner et al.,
1999).

4.4 Controlled variables

Previous studies have highlighted the role of two individual
variables in relation to the perception of prominence, namely, age,
gender and the level of musical training (e.g., Alm and Behne,
2015; Hutka et al., 2015). When controlling for such variables, our
results showed a gender-based difference when duration served
as the only acoustic cue in Exp3 (flat F0 and flat intensity), so
that women were more likely than men to give words a mark of
prominence.Women have been suggested to bemore sensitive than
men to visual cues in audiovisual speech perception, possibly with
a better performance in the context of degraded speech due to a
more efficient audiovisual language processing (e.g., Jaeger et al.,
1998). As for the influence of musical training, our results were
inconclusive: the highly trained participants were more likely to
give words a mark of prominence in the absence of F0 in audio-
only modality, but in the absence of intensity the group with <5
years of musical training showed an opposite trend.

4.5 Limitations

The main challenges of this study are those of any online
experiment. On the one hand, the duration of the task, determining
the number of the speech samples, had to be sufficient to address
our research questions without causing such a loss of attention or
fatigue in the participants as to affect the validity of the results. The
way to address this was to start from a wide corpus in a previous
study and then select the most appropriate sentences (Jiménez-
Bravo and Marrero-Aguiar, 2020) to be analyzed in the present
study. On the other hand, the lack of control over the conditions
under which the experiments were carried out was minimized by
the introduction of filler sentences in the form of attentional tasks,
as well as by the collection of anonymous personal demographic
data. At any rate, the results obtained for the subcorpus used
here were very similar to those reported for a previously validated
larger corpus, where participants had taken the experiment in a
sound-proof cabin in the laboratory.

Furthermore, methodological differences between our study
and previous studies may explain the relatively low inter-rater
agreement results. The gesturing performed by speakers in
spontaneous speech samples might not always be as clear-cut cues
as the head nods and eyebrow raises—and occasionally also hand
beats—that can be naturally elicited in experimental settings. In
other words, identifying prominent words can be more challenging
if the execution of a hand gesture stretches over several words in the
course of a spontaneous utterance, even if the most prominent part
of the gesture coincides with the stressed syllable of an acoustically
prominent word. In this sense, agreement among participants
was similar to that obtained for studies conducted with a more
homogeneous set of stimuli, for example as that reported by Mo
et al. (2008, κ = 0.38), where prominence was rated only in the
audio-only modality for non-manipulated stimuli from a corpus of
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spontaneous speech. In other cases inter-agreement proved higher
than that obtained with natural speech, such as that reported by
Bishop et al. (2020, κ = 0.204–0.208). Taking this into account, we
can conclude that participants executed the task successfully.

Finally, we consider that the apparent predominance of the
visual over the auditory cues observed in this study should
be interpreted with caution, especially since the standard error
associated to the effect of some of the analyzed gesture phases was
large, which in our case often resulted in very large confidence
intervals for their true effect size in the population.

5 Conclusions

Firstly, there exists a complex relationship between visual and
auditory information, which varies according to the cues available
to the listener. In optimal situations, when all cues are available,
the gestural information is particularly synchronized with the tonal
information conveyed by the movements of F0, but reduces to a
certain extent the effect of the remaining cues, i.e., it neutralizes the
effect of intensity and reduces that of duration. Additionally, as the
acoustic signal degrades, duration alone suffices for prominence to
be identified.

Secondly, the preponderance of the different phases of gestures
change according to the conditions in which the stimuli are
presented. In optimal conditions, the gesture phase driving the
perception of prominence is the stroke, only followed by the
apex, whether they are performed with hands, head, or eyebrows
separately or in combination. However, when F0 information is
missing, the apex no longer drives the participants’ perception of
prominence, while the absence of both F0 and intensity results in
none of the phases of the gesture being associated with a greater
number of prominence marks.

Thirdly, under normal acoustic conditions, i.e., in non-
manipulated speech, participants were able to use the cues available
in the speech signal—F0, intensity and duration, but not spectral
balance—to detect prominence. Of these, the most robust proved
to be duration, the temporal axis of speech, as observed when
compared, under adverse acoustic conditions to other available
acoustic cues and visual cues were absent. Studies on other prosodic
phenomena, such as rhythm, have shown how linguistic typology
can determine which acoustic cues are more relevant to speech
perception; for example, in Germanic languages, rhythm may be
more determined by differences in intensity, while in Romance
languages durational differences are more decisive (e.g., Nolan and
Jeon, 1996). In this sense, this study contributes to describe the
perception of prominence in languages other than English and
other Germanic languages.

Finally, to the best of our knowledge, these results on how
an acoustically degraded signal affects the integration of visual
and auditory information for prominence perception are a novel
contribution that may facilitate a better understanding of speech
and language processing in conditions other than in the so-called
laboratory speech. In real life, the acoustic signal is subject to
multiple sources of degradation, such as noise, masking, etc.,
and knowing that in those cases temporal differences become the
most relevant perceptual cue may not only have theoretical but
also applied implications, as it is the case for the improvement

of hearing aids and implants, as well as for systems of speech
recognition.
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