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Automatic speech recognition 
and the transcription of indistinct 
forensic audio: how do the new 
generation of systems fare?
Debbie Loakes *

Research Hub for Language in Forensic Evidence, School of Languages and Linguistics, The University 
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This study provides an update on an earlier study in the “Capturing Talk” research 
topic, which aimed to demonstrate how automatic speech recognition (ASR) 
systems work with indistinct forensic-like audio, in comparison with good-
quality audio. Since that time, there has been rapid technological advancement, 
with newer systems having access to extremely large language models and 
having their performance proclaimed as being human-like in accuracy. This 
study compares various ASR systems, including OpenAI’s Whisper, to continue 
to test how well automatic speaker recognition works with forensic-like audio. 
The results show that the transcription of a good-quality audio file is at ceiling 
for some systems, with no errors. For the poor-quality (forensic-like) audio, 
Whisper was the best performing system but had only 50% of the entire speech 
material correct. The results for the poor-quality audio were also generally 
variable across the systems, with differences depending on whether a .wav or 
.mp3 file was used and differences between earlier and later versions of the 
same system. Additionally, and against expectations, Whisper showed a drop in 
performance over a 2-month period. While more material was transcribed in the 
later attempt, more was also incorrect. This study concludes that forensic-like 
audio is not suitable for automatic analysis.
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1 Introduction

This study provides an update on Loakes (2022), which aimed to demonstrate how 
automatic speech recognition (ASR) systems work with indistinct forensic-like (poor-
quality) audio, in comparison with good-quality audio. The original study was motivated 
by misunderstanding, particularly within the law, around the problem of what is said in 
indistinct forensic audio being solved automatically. As discussed in that study, this is a 
question that needs to be explored experimentally, and the current study is intended as 
confirmation that the unsuitability of ASR for forensic transcription remains, despite 
recent improvements.

Forensic audio is audio that is generally captured in high stakes and often criminal 
contexts. This type of audio is defined by Fraser (2022): 8, as
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…speech that has been captured, typically in a covert (secret) 
recording obtained as part of a criminal investigation, and is later 
used as evidence in a trial. Such recordings provide powerful 
evidence, allowing the court to hear speakers making admissions 
they would not make openly. One problem, however, is that the 
audio is often extremely indistinct, to the extent of being 
unintelligible without the assistance of a transcript.

The original idea behind the research in Loakes (2022) was to 
address the fact that computational methods are sometimes seen as a 
solution to solve the issue of what was said in indistinct recordings. This 
is part of a wider belief system, dubbed as technosolutionism (Morozov, 
2013) in which technology is seen as the solution to any problem. Loakes 
(2022) looked at a poor-quality recording, which was livestreamed via an 
iPhone, and contained multiple voices with overlapping noise and 
variable distances from the microphone. That study analysed a good-
quality recording by comparison, also recorded via an iPhone, but 
containing only one speaker who was specifically focussed on being 
understood. Based on the results of Loakes (2022), it was concluded that 
AI systems work well when applied to tasks they are designed for—with 
non-overlapping speech in a language variety the system is familiar 
with—but poorly when there is background noise, speakers who are not 
stationary, and when the signal is indistinct, which is all characteristic of 
forensic audio.

In the short time since that study was published, the availability of 
more advanced AI systems, especially Open AI’s ChatGPT, has 
changed the artificial intelligence1 landscape. ChatGPT in particular 
has received swathes of attention in academic and popular literature. 
The availability of ASR systems has also risen rapidly, again in 
particular Open AI’s Whisper. While there are some critical analyses 
of artificial intelligence and its role in society (Bender, 2022; Preston, 
2022; Bridle, 2023; Perrigo, 2023), there is also still much, less critical, 
attention on how well these ASR systems work and how much time 
they save. For example, there are popularly available articles citing 
Whisper as being ‘an ASR model that shows human levels of accuracy 
and robustness’ (Rodriguez, 2022), yet this itself assumes human 
accuracy is infallible, and anyway the accuracy and robustness appear 
true only in some limited circumstances.

This study aimed to critically assess the use of Whisper, and some 
other ASR systems using large language models (e.g., Kallens et al., 
2023), to determine how accurate they are in transcribing a section of 
poor-quality forensic-like audio. Specifically, the aim was to provide 
new data to compare how the current generation of ASR systems 
performs when tasked with the transcription of indistinct forensic-like 
audio (e.g., Loakes, 2022).

2 Background

Automatic speech recognition is not designed for forensic 
transcription, yet it is often seen by legal professionals as a possible 

1 In Loakes (2022) artificial intelligence was defined as “intelligence 

demonstrated machines instead of humans” (c.f. McCarthy, 2007). Other 

researchers have also noted that artificial intelligence nevertheless has origins 

in “human contrivance and ingenuity” (Fetzer, 1990).

option for the solution of what is being said in indistinct recordings 
(see, e.g., the discussion in Loakes, 2022). This belief assumes that 
automatic methods are somehow free from bias and should be more 
objective than human transcription. However, these automatic 
systems are of course designed by humans and have in-built biases in 
their training data (e.g., Koenecke et al., 2020; Wassink et al., 2022). 
In fact, the more advanced these systems are becoming, the more 
these inherent biases are also coming to the fore. Talking about 
ChatGPT’s predecessor, GPT-3, Perrigo (2023) notes that its outputs 
originally involved inappropriate and offensive content, which was 
then later screened to improve usability by very low-paid workers so 
its ‘huge training dataset was the reason for GPT-3’s impressive 
linguistic capabilities, but was also perhaps its biggest curse’.

In automatic speech recognition, biases are in the direction of 
better recognition of ‘standard’ accents (Markl, 2022; Wassink et al., 
2022; Harrington, 2023), one or other of male or female voices 
depending on the system (Markl and McNulty, 2022) as well as 
non-pathological voices (Benzeghiba et al., 2007; Markl and McNulty, 
2022). Additionally, as noted by Benzeghiba et al. (2007), children’s 
voices and elderly voices are also generally not modelled well and 
cause performance issues with ASR.

It is, nevertheless, important to continue to investigate the issue 
experimentally to determine limits in ASR performance, as the 
current study aims to do. In Loakes (2022), the good-quality recording 
was transcribed well, while the poor-quality recording was not. For 
example, one of the commercially available systems, Descript, had 
approximately 96% correct recognition of the good-quality recording 
and 1.7% correct recognition of speech in the poor-quality recording. 
That study also demonstrated that using a transcript and trying to 
align it with speech events using a forced-aligner is replete with 
problems—the system forces boundaries onto speech events that are 
not present and may look correct to non-linguists even when it is 
clearly not. For example, in that study, drumming noise and laughter 
were aligned with speech events (Loakes, 2022): 9.

Since Loakes (2022) addressed the issue of how ASR copes with 
indistinct forensic-like recordings, some new work in this space has 
been conducted with the newer generation of ASR systems which 
further demonstrates some of the issues discussed above; however, this 
new research has not made use of Whisper. Similar to Harrington et al. 
(2022), Loakes (2022) carried out a comparison of various ASR 
systems with recordings known to be difficult for human transcribers, 
as reported by Love and Wright (2021). They used 18 British English 
utterances of which they could be certain of the content and used 12 
commercially available ASR systems to compare how well the systems 
transcribed forensic-like audio. They found extreme variability in 
system responses, ranging from a 70% match across the Microsoft 
Transcribe and the ground truth transcripts, compared to 13.9% for 
Sonix [which also had low performance in Loakes (2022) for the data 
analysed in this study]. Harrington et al. (2022) note that errors relate 
to a degree of phonetic similarity between the error and the actual 
word spoken, as well as predictability errors from training data. 
Examples are the word worrying mistaken to be varying and chicken 
tikka masala (likely low frequency) mistaken to be she can take. The 
authors conclude that managing and interpreting the output of such 
systems is more effortful than having a human transcribe the data in 
the first place.

Harrington (2023) considered the use of ASR for police-suspect 
interviews, with a view to making the process more efficient and 
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potentially using human post-editing. She compared three commercial 
ASR systems (Rev AI, Amazon Transcribe, and Google Cloud Speech to 
Text) to assess how they performed across accents and recording 
qualities. She looked at audio from the DyViS database (Nolan et al., 
2009), with Standard Southern British English and West Yorkshire 
English speakers, using both studio quality files and files with speech-
shaped noise added to degrade the signal. Harrington (2023) observed 
three main kinds of errors with the systems, which involved insertion 
of material (extra words in the output compared with the transcript), 
deletion (missing words), and substitution (a mismatch between the 
reference transcript and the output). She also describes varying levels 
of success across the systems, noting that errors were higher with West 
Yorkshire English speakers, whose accents were likely represented less 
in the training materials, and she also noted different kinds of errors 
across the accents. Unsurprisingly, Harrington (2023) found that the 
audio quality affected the performance of the systems. She found that 
Amazon Transcribe had the lowest error rates regardless of whether it 
was focussed on the studio condition or the speech-shaped noise 
condition, while Rev AI was the most variable. Similar to findings 
from Loakes (2022), she found that even the best performing system 
did not accurately transcribe all of the material. Harrington (2023) 
showed a 13.9% word error rate (WER) for Amazon Transcribe with 
Standard Southern British English in the studio condition and 15.4% 
WER in the speech-shaped noise condition. The worst performance 
was for Rev AI, which had an error rate of 42.5% with the degraded 
speech for the West Yorkshire accent.

Another recent study by Harrington and Hughes (2023) looked at 
the variability of the ASR system. Using Amazon Transcribe, which was 
the best performing system in the study by Harrington (2023), the aim 
was to look at variability in performance with a homogenous group of 
speakers, and whether the errors observed correlated with particular 
phonetic properties. Using the DyViS database (Nolan et al., 2009) and 
focussing on ‘homogenous’ speakers with the same accent, Harrington 
and Hughes (2023) observed that for 99 speakers, WERs ranged between 
11.2 and 33%, with a mean of 20% errors across the entire sample. They 
analysed various phonetic properties which included F0, formants, 
articulation rate, and voice quality to determine which features predicted 
performance and found that only articulation rate predicted 
WER. Taking all results together, Harrington and Hughes (2023) discuss 
how phonetic reasons for performance issues (even in clear speech) are 
not clearly predictable, and identifying causes of variability is also 
problematic. Harrington and Hughes (2023, 3134) note that the number 
of errors they observe in their homogenous sample of clear speech 
recordings (with 11.2% WER being the best performance) is ‘worrying 
given the favourable [speech and recording] conditions… and raises 
issues about the general utility of ASR for many applications’.

The findings of Loakes (2022) and Harrington (2023) in particular 
are entirely consistent with known issues in automatic speaker 
recognition when degraded audio is used. For example, in a review 
paper about trends and developments in ASR, O’Shaughnessy (2023, 
2) describes how sponsored challenges address the matter of ‘noisy, 
far-field multi-speaker conversations’ being difficult for systems, 
having up to 50% word error rates for automatic systems; other studies 
have shown approximately 15% word error rate for automatic systems 
in which humans can understand speech well. However, as has been 
shown in this section, even clear speech recordings (Harrington and 
Hughes, 2023) can have relatively high error rates without a 
predictable cause.

Analysis of the performance of ASR also brings into question how 
well human transcribers perform in forensic-like transcription tasks, 
and while this is not the focus of the study, it is important to address 
how humans perform in comparison. As mentioned earlier, 
Harrington (2023) analysed the output of 12 ASR systems, and this 
same audio was transcribed by professionally trained human 
transcribers in the study by Love and Wright (2021). While neither the 
humans nor the systems were able to provide accurate transcriptions 
of the entire recording, Harrington (2023) concluded that ‘at present, 
it is more effective for humans to transcribe indistinct audio ‘from 
scratch’ as opposed attempting to manage and interpret the output of 
such systems’.

There is a similar finding to this in a recent experiment 
(Fraser et al., 2023), in which our team focussed on transcription 
performance from human transcribers who were presented with 
a section of audio from the same recording as the one used in this 
study (as well as in Loakes, 2022). Fraser et al. (2023) focussed on 
how well transcribers performed and saw that overall accuracy 
was relatively low, but still the top 11 transcribers (of a total of 
40) were able to accurately transcribe between 50 and 62% of 
the material.

The new generation of automatic speech recognition systems 
needs to be tested because they are iterative and predictive and have 
access to masses of data compared to systems available only a year ago 
(e.g., Kallens et al., 2023). Any discussion of how automatic speech 
recognition performs with poor-quality forensic-like audio, therefore, 
needs to include these updated systems, because they have the 
potential to perform better than the older systems which do not draw 
on large language models, but their performance nevertheless needs 
to be analysed critically.

3 Aim

The aim of this study was to continue to update knowledge of 
ASR, and how it performs when applied to indistinct forensic-like 
audio. This research report is a direct update on a previous article 
(Loakes, 2022) which looked at forced alignment and smaller language 
model ASR systems and how they transcribed good-quality audio 
compared with poor-quality audio. It is also an update of some work 
by other teams which has looked at the matter of how naturalistic 
forensic-like audio is handled in modern ASR systems (e.g., 
Harrington et al. 2022). Given the rate of rapid technological 
advancement, it is imperative to test the new generation of automatic 
speech recognition systems, which have to date not been included in 
work on forensic transcription. In total, eight different systems using 
deep-learning and large language models are tested in this study—and 
taking into account updated versions and different file types there are 
14 different ASR attempts on both the good- and poor-quality 
audio files.

The scope of this study is purposefully limited in experimentally 
providing an initial focus on how the newer generation of ASR 
systems performs on a sample of poor-quality audio, compared to a 
sample of good-quality audio. This means that only broad conclusions 
about the efficacy of automatic speech recognition in forensic contexts 
can be drawn, but this study nevertheless aims to contribute to the 
ongoing conversation about this rapidly advancing technology and 
how it is used and understood in forensics. The ensuing conclusions 
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of this approach may indeed be obvious to linguists, but the goal of 
this study was to inform a broader audience about the issues.

4 Methods

To give more detail about the audio files used in this study (also 
used in Loakes, 2022), these are as follows:

4.1 Poor-quality audio

This is a 44.2-s stretch of audio from a recorded rehearsal by a 
singer and some musicians. This audio includes speech and 
instrument noise and is forensic-like in that there are varying 
background noises, there are multiple speakers who are at a 
distance from the microphone, and there is overlapping speech. 
This audio was recorded by one of the speakers via an iPhone and 
streamed to Facebook live, where it was retrieved with permission. 
The reference transcript has been verified with one of the speakers 
who organised and streamed this event, and the researcher’s access 
to the accompanying video meant that the sample was clearer than 
the audio-only version (Loakes, 2022). The recording used has one 
female voice and three male voices, and all speakers are using 
Australian English. The speakers knew they were being recorded 
but were focussed on the task at hand and not attempting to 
be clear to the audience.

A transcript of this audio is provided below.

4.1.1 Poor-quality audio transcript

Yeah so just slowly building energy and nnnn and then I yeah
What about what about another big drum fill will you let us know 
when you
Yeah
Alright
Nah nah
You gonna give us a hand signal or tell us what you do
I I can’t [laughter] ok
From the from the top are we fine to go there
Mel you don’t need to do it so you know
I mean this song I think is OK no it’s relatively OK I I mean from the 
top of the set just marking it out what do you think yea nay care
Sorry my brain just
What song are we practising?
Run through
From the top
yeah

The good-quality audio file was also recorded on an iPhone, by 
the author. This file is shorter than the poor-quality audio, at 8.4-s 
duration. The speaker is an Irish English speaker, who knew she was 
being recorded and was specifically speaking into the microphone 
with the aim of being understood. The quality of the file is stable, with 
no background noise or overlap. The context of this recording is a 
short greeting, where the speaker introduces herself and also refers to 
a speech programme called MAUS, which was used in Loakes (2022) 
but is not used in the current study. The aim of this research was to 

deliberately stretch the systems, to determine whether ASR 
performance is better using systems with large language models.

4.1.2 Good-quality audio transcript

Hello
my name’s Chloé
I live in Melbourne
I’m from Ireland
I moved from Galway
two and a half years ago
and I love MAUS

There are eight commercially available systems used in this report. 
Unless otherwise stated, the files inputted are .wav files. The systems 
are as follows:

Descript2—This is the system used in Loakes (2022), and the 
results from previous research are also reported here. In November 
2022, Descript upgraded and began using large language models (see, 
e.g., Plumb, 2022), so a new Descript attempt is also made here with 
both .wav and .mp3 files.

Sonix3—This is an automated transcription service that is 
described on its website as ‘fast, accurate, and affordable’. This was a 
system used by Harrington et al. (2022).

Google Cloud4—This is a suite of services using Google 
infrastructure, also including speech-to-text based on generative 
AI. This was another system used by Harrington et al. (2022).

Assembly AI5—This is a service for speech-to-text, described on 
the company’s site as a system that ‘makes up to 43% fewer errors on 
noisy data’. It is also described as being trained on over 1.1 million 
hours of data.

Deepgram6—This service is considered on the company website to 
be a ‘world-class speech and domain-specific language model’.

Amazon Transcribe7—This is a speech-to-text transcription 
platform within Amazon Web Services. It is described as a platform 
for developers who want to add speech-to-text to their applications. It 
is often used for call centre and medical transcription. Amazon 
Transcribe is the best performing system in Harrington (2023), when 
compared with Microsoft Azure and Rev.

Microsoft Azure8—This is speech-to-text software that now 
operates within Microsoft Word 365. It uses a ‘Universal Language 
Model’ and also allows customisation. This method was also used by 
Harrington (2023).

Whisper9—This is run by the company Open AI. It is described as 
a system that ‘approaches human level robustness and accuracy on 
English speech recognition’ and ‘has been trained on 680,000 hours of 
multilingual and multitask supervised data collected from the web’.

2 https://www.descript.com/

3 https://sonix.ai/

4 https://cloud.google.com/speech-to-text

5 https://www.assemblyai.com/

6 https://deepgram.com/

7 https://aws.amazon.com/transcribe/

8 https://learn.microsoft.com/en-us/azure/ai-services/speech-service/

index-speech-to-text

9 https://openai.com/research/whisper
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There are multiple versions of Whisper available, and this research 
used those with large language models. Aside from the ‘Whisper AI 
March 2023’ attempt, Whisper was run through a third-party app. 
Whisper was used with different audio files, so there is a ‘Whisper 
June 2023 .wav’ and ‘Whisper June 2023 .mp3’ version as well.

5 Results

Turning attention first to the good-quality audio file, Table  1 
shows the system used, the number and % of words transcribed, the 
number of these words correctly recognised, the proportion of the 
entire attempt which was correct, and the WER (the % of errors 
compared to the total words spoken). This breakdown shows 
performance and where there are trouble spots in the outputs of 
the systems.

With the good-quality audio, the worst performances were from 
the older version of Descript reported in Loakes (2022) and from 
Google Cloud. Assembly AI and Descript (the August attempts) 
performed best with the good-quality recording. These systems 
correctly identified all of the material in the audio—the low 
predictability MAUS was transcribed mouse, which is not technically 
incorrect because the phonemes are exactly the same for both. 
Amazon Transcribe and Microsoft Azure also recognised mouse, 
while Sonix produced my house and Whisper (in all three attempts) 
produced mouths.

The other systems had some other minor errors, such as two and 
a half transcribed as to ½ (Descript and Google Cloud), and one larger 
error in Deepgram’s output with the place name Norway used instead 
of Galway. Additionally, some systems (the later Whisper attempts, 
and Microsoft Azure) also used name’s instead of names as uttered by 
the speaker, which may be an attempt at producing a more readable 
transcript, but technically introduces an error. Google Cloud had the 
greatest number of errors overall—also transcribing mouse as maths 
and missing the word I’m entirely.

To sum up how the systems responded to the good-quality audio, 
we  can see that this audio is largely recognised by these systems, 
retaining the sense of what the speaker was saying in almost every 
case. While there is not full accuracy in recognition for most systems, 

despite the clear quality of the file, these transcriptions can still 
be classified as being useable overall, and in some cases error-free, or 
almost error-free.

Turning now to the poor-quality audio, the results in Table 2 show 
a clear reduction in the number of words transcribed by the systems, 
as well as a reduction in their accuracy.

Comparing Tables 1, 2, it is clear that less of the material is 
attempted, and less is correct, for the poor-quality audio. Better 
performance of a system is indicated by the results in the final two 
columns—both the proportion of the attempt correct and the WER.

Where we  see ‘100% accuracy’ for two of the systems in the 
second last column, it is important to remember that this is showing 
% of attempts correct. For example, Descript, before the large language 
model upgrade, only recognised three words in total, and these words 
happened to be correct, but this is by no means a good performance 
as can be seen by the error rate of 97.4%. Arguably though, this poor 
performance could be seen as useful forensically, because the lack of 
content eradicates the issue of whether the material is correct or not 
(also see Harrington et al., 2022).

Later attempts using both a .wav and .mp3 file had marked 
improvement as should be expected, with 57 and 59 of the total 116 
words transcribed. While around half of these attempts were correct 
(52.5% with the .wav file, and 49.1% with the .mp3 file), the total word 
error rates were still very high, at 73.3 and 75.9%, respectively.

Whisper (March 2023), on the other hand, recognised 21 words, 
but this is only 18.1% of the total number of words used in the audio 
(meaning around 82% of the audio is not transcribed). This version of 
Whisper may be considered to perform relatively well in the sense that 
of the 21 words recognised, there are no errors, as shown below:

Yeah, so just slowly building energy. And then I…Yeah?
It’s relatively okay.
I’m just marking it out.
What do you think?
Okay?

However, this is far from ideal because a closer look at the 
performance of the system shows that the material comes from 
different parts of the audio and only from the female speaker, with 

TABLE 1 Results for good-quality audio.

System No. (and %) of words 
recognised (n  =  25)

No. of words 
correct

% of attempts 
correct

% errors (WER)

Descript (Loakes, 2022) 24 (96%) 19 76% 14%

Descript (August 2023) .wav and .mp3 25 (100%) 25 100% 0%

Sonix 26 (104%)a 25/26 96% 4%

Amazon Transcribe 26 (104%) 25/26 96% 4%

Microsoft Azure 25 (100%) 24 96% 4%

Google Cloud 24 (96%) 18 75% 18%

Assembly AI 25 (100%) 25 100% 0%

Deepgram 25 (100%) 22 88% 12%

Whisper AI (March 2023) 25 (100%) 24 96% 4%

Whisper AI (June 2023) .wav and .mp3 25 (100%) 24 96% 4%

Whisper AI (Aug 2023) .wav and .mp3 26 (104%) 24 92% 8%

aIn some cases such as this, an additional word name is instead of name’s was recognised, so 26 words (of the original 25) have been counted.
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large amounts of material from her speech (and all of the speech from 
male speakers) ignored. The WER for this Whisper attempt was 82%.

A number of the other systems do not perform well at all with this 
audio, for example, Google Cloud made no attempt, with an error 
message stating ‘we could not process your audio with this model’, 
which was presumably because of the audio quality given that the 
good-quality audio worked with this system. Of the attempts made by 
the systems, Sonix recognised the most words (53/116) but also made 
the most errors (37.7% accuracy). This system also performed poorly 
in the study by Harrington et al. (2022). Looking more closely at the 
output from Sonix in this study, some totally incorrect phrases are 
used in the output. For example, in the poor-quality audio, this section 
of speech:

You gonna give us a hand signal or tell us what you do
I I can’t [laughter] ok
From the from the top are we fine to go there

Is transcribed as:

How are you gonna go through this with the High Court, huh?
OK
from the from the top are we fine to go that.

Here, there are some sections that are relatively accurate and some 
that have no resemblance to the original. It is worth noting that when 
processing this file using Sonix, the system came back with an error 
message warning about the ‘low accuracy potential’ due to the nature 
of the audio, so the poor performance is not unexpected.

Amazon Transcribe, which performed well in Harrington (2023) 
and was then used for a more in-depth analysis in Harrington and 
Hughes (2023), performed poorly for this data. The values reported 
above are actually from the United States-English model because the 
Australian English language model transcribed only Wait. What of the 
entire 116 words. For Amazon Transcribe, neither using the American 
English model, nor the Australian English model, have given a good 

outcome. Microsoft Azure also performed relatively poorly with this 
audio. To give some further examples of the performance of these 
systems, this is the entire output for Amazon Transcribe (using 
United States-English):

Yes, I just got all your building in. Yeah.
Signal or, uh, OK.
To talk we find because there’s nothing.
It’s relatively unpayable said just marking it up, okay?

Some words and phrases are recognisable from the ground truth 
transcript, but even phrases that are almost correct are still wrong in 
some way. For example it’s relatively ok no? is transcribed as it’s 
relatively unpayable and just marking it out is transcribed as just 
marking it up.

The best performance of all systems tested was Whisper (the June 
2023 .wav file attempt) in which almost 69% of the 116 words were 
transcribed—of that attempt 72.5% was correct. However, ‘good 
performance’ is relative; the overall WER is still 50%. This attempt also 
correctly recognised some speech produced by the male speakers, 
unlike the March 2023 version. Interestingly, the .mp3 file of the exact 
same audio had a similar rate of words transcribed in the June 2023 
attempt, but this version had more errors, with an error rate of 57.6%. 
The later August 2023 Whisper attempts, with both the .mp3 and .wav 
file, had the most words transcribed of all systems used but had 
slightly higher error rates than the June attempts.

It is also worth noting that the sections of transcripts correctly 
transcribed were different across all of the Whisper attempts, 
sometimes completely different, and sometimes just slightly different. 
For example, the (arguably) low predictability phrase What about 
what about another big drum fill will was correctly transcribed, minus 
the repetition, in the August 2023 .wav attempt as What about another 
big drum fill? The later August 2023 .mp3 attempt transcribed this as 
What about not being comfortable with my weight? The June 2023 
attempts both produced What about now being comfortable? As shown 
above, the March 2023 attempt did not recognise any of the content 

TABLE 2 Results for poor-quality audio.

System No. (and %) of words 
recognised (n  =  116)

No. of words 
correct

% of attempts 
correct

% errors 
(WER)

Descript (Loakes, 2022) 3 (2.5%) 3 100% 97.4%

Descript (August 2023) .wav 59 (50.8%) 31 52.5% 73.3%

Descript (August 2023) .mp3 57 (49.1%) 28 49.1% 75.9%

Sonix 53 (45.7%) 20 37.7% 82.8%

Amazon Transcribe 29 (25%) 11 37.9% 90.6%

Microsoft Azure 33 (28%) 17 51.5% 85.4%

Google Cloud 0 (no attempt) 0 (no attempt) (no attempt)

Assembly AI 32 (27.6%) 21 65.60% 81.9%

Deepgram 29 (25%) 14 48.30% 88%

Whisper AI (March 2023) 21 (18.1%) 21 100% 81.9%

Whisper AI (June 2023) .wav 80 (68.9%) 58 72.5% 50%

Whisper AI (June 2023) .mp3 82 (70.69%) 49 59.7% 57.6%

Whisper AI (Aug 2023) .wav 96 (82.7%) 55 57.3% 52.6%

Whisper AI (Aug 2023) .mp3 97 (83.6%) 57 58.7% 50.9%
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from this phrase. Another example is the phrase This song I think is 
okay, no? it’s relatively okay was transcribed correctly in the August 
2023 .wav attempt, and almost the same transcription was produced 
using the .mp3 file except the word no was transcribed as now.

When there are incorrect transcriptions, there are also some 
similarities across how systems dealt with this; for example, the phrase 
yea nay care (which is asked with questioning intonation for each 
word) is transcribed by Descript in both August attempts and the June 
Whisper .wav attempt as Gay, no? Gay?, by the August 2023 .mp3 
Whisper attempt as Gay enough? Gay?, and by the August 2023 .wav 
Whisper attempt as Okay? Okay.

6 Discussion

The aim of this research was to determine how well automatic 
speech recognition works on indistinct forensic-like audio with the 
new generation of systems that have large language models. Here, 
we have seen that the good-quality audio file had 24 or 25 (of 25) 
words recognised (and in some cases one extra word) with error rates 
between 0 and 18%. As demonstrated, the new generation of ASR 
systems largely perform well with that audio, despite some errors. This 
is unsurprising, as the older generation of ASR systems used in Loakes 
(2022) also had very good performance for this particular audio file, 
and as mentioned in that study each system is responding to a task it 
is designed to do.

For the poor-quality audio, the results were much more variable. 
The best performance was with Whisper (the June 2023 .wav file 
attempt) in which almost 69% of the 116 words were transcribed, and 
of that attempt 72.5% was correct. While this is a better performance 
than seen in the other systems and in Loakes (2022), this still leaves 
one quarter of the attempt either wrongly transcribed or missed by the 
system which is problematic for forensic contexts—equally 
problematic is the total word error rate of 50%. However, the better 
performance of this system compared to what was observed in Loakes 
(2022), and compared to other studies such as Harrington et al. (2022) 
and Harrington and Hughes (2023), needs to be acknowledged—this 
speaks to the fact that the audio used in the training of large language 
models is so diverse and so the systems can indeed respond better to 
new types of data (e.g., Kallens et al., 2023). Comparing back to the 
literature discussed earlier, the WER of 50% obtained for Whisper is 
exactly the same error rate mentioned earlier for sponsored 
competitions for ASR on multi-party speech in noise (e.g., 
O’Shaughnessy, 2023), so at this point, Whisper appears to 
be performing as well as any other system currently reported for this 
kind of audio recording.

The least accurate performance in this research is technically 
Descript (reported in Loakes, 2022) in which only three words were 
recognised by the system. While those words were correctly 
transcribed, there was no usable transcript. Later Descript attempts 
using large language models had a superior performance in 
comparison but still had error rates of approximately 75% for both 
.wav and .mp3.

Another result that should be noted is the earlier Whisper attempt 
from March 2023, where only 21 of 116 words were recognised, and 
these were all correct. While that appears to be a cautious response in 
the sense that if words could not be recognised no attempt was made 
to transcribe them, 18% accuracy is not a usable output.

The Google Cloud system had poor performance overall for these 
data overall, not recognising any of the poor-quality audio and having 
only 75% accuracy for the good-quality file. As seen in Table  2, 
Amazon Transcribe, Sonix, and Deepgram also had relatively low 
levels of recognition for the poor-quality file. Assembly AI, touted as 
performing well on noisy data, performed as well as a number of other 
systems using this data.

While Whisper in particular, using a .wav file, worked well 
compared to the other systems tested, in terms of correct transcriptions 
for low predictability items, its performance was not accurate enough 
to use for forensic transcription. Additionally, problems such as a 
correct transcription of a phrase in the June attempts being wrong in 
later attempts are a cause for concern in situations where the need for 
accuracy is so important. Finally, comparing the .wav files, the error 
rate increased across the June and August attempts of Whisper but 
decreased slightly when a .mp3 file was used.

Before concluding, this difference in transcription output when 
an .mp3 file is used compared to a .wav file is worthy of note. In the 
poor-quality condition, this study showed differences in the 
transcriptions depending on which file type was used, but there were 
no differences in performance for the good-quality audio files. With 
both Descript and the June 2023 Whisper attempts, the .wav files 
resulted in more accuracy (lower WER)—the difference was small for 
Descript, but for the June 2023 Whisper attempts there was a 7.6% 
difference in WER. However, in the August 2023 Whisper attempts, 
the .mp3 file had a slightly better performance than the .wav file. This 
variability is likely due to the fact that mp3 audio is compressed; one 
study looking at the effect of this compression on automatic speech 
recognition has shown .mp3 files can reduce transcription errors in 
some types of noise and induce transcription errors in other types—
and that the effects are not consistent (Andronic et al., 2020). This 
result is simply one to be mindful of when working with ASR systems, 
and this highlights a topic worthy of further study so that better 
predictions can be made about how automatic speech recognition 
systems respond to the various types of audio that users may feed in.

7 Conclusion

This study compared the performance of a number of ASR 
systems, looking at how well they transcribed spoken language from 
a good-quality recording and a poor-quality recording. Taking into 
account the study as a whole, Open AI’s Whisper performed far better 
than the other systems, having the lowest error rates overall. The study 
also showed that different versions of the same system (used at 
differing time points) do not always have equivalent outputs, and the 
later Whisper attempts are not necessarily the best attempts.

While Whisper performed best amongst the systems tested, it also 
needs to be  remembered that forensic transcription is a task that is 
necessarily done without any ground truth to compare against. The 
potential for such a large error rate (50% WER at best) is not appropriate 
for forensic contexts; a transcription in which only 50% is correct is not 
useable. While the results of this study, for Whisper in particular, are a 
marked improvement in performance compared to the systems trialled 
on the same audio in Loakes (2022), this study advocates for the use of 
human transcription done in a measured and systematic manner (e.g., 
Fraser, 2022, also Loakes, 2022; Harrington, 2023) and for keeping ASR 
methods limited to tasks they are designed for. This aligns with the 
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findings from Harrington (2023) discussed earlier, who observed that it 
is more efficient to do a transcription from scratch than to try and use 
the output of ASR systems which contain relatively high error rates.

Another important finding of this study was that .mp3 and .wav 
files can induce different outputs from ASR systems. With a good-
quality recording, the ASR outputs were the same, while for the poor-
quality recording, the results were variable. While the differences may 
not be large between them, it is nevertheless an important consideration 
when using ASR systems with noisy data. More generally, it is not 
apparent from the outset whether there are key similarities or differences 
across the ASR systems in terms of how they function and exactly which 
differences might predict variable performance. However, parameters 
can be adjusted in some systems (including Whisper), and the amount 
of material the systems are accessing is constantly changing, so at the 
very least we can predict variable performance, and be mindful of the 
inevitable variability in resulting outputs, even if it is not clear exactly 
what the variability will be linked to. Given this, it is likely that the 
variable performance demonstrated by the different versions of Whisper 
will happen almost every time one of these systems is used, even with 
the same audio. The lack of information and full transparency about the 
exact architecture of the systems, and the resulting lack of certainty 
about what causes differing levels of performance, is another reason that 
ASR systems are currently not useful or suitable for the forensic domain.

Finally, the fact that the data used in this study are forensic-like, 
and not from a real forensic case, does not per se limit its implications 
for forensics. The issues about recognition of particularly infrequent 
lexical items, background noise, speakers being at variable distances 
from the microphone, overlapping speech, and background noise still 
remain and (as noted by O’Shaughnessy, 2023) have hindering effects 
on speech recognition. In this study, however, these variables are 
conflated, and future work should focus on specifically controlling 
variables such as the degree of background noise. Arguably, it could 
be expected that Whisper, with its particularly large language model 
(not entirely trained on studio quality audio) and iterative processing, 
should be one of the best performing systems on the market, and 
we have seen that is indeed the case in this study.
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