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Incorporating automatic speech
recognition methods into the
transcription of police-suspect
interviews: factors a�ecting
automatic performance

Lauren Harrington*

Department of Language and Linguistic Science, University of York, York, United Kingdom

Introduction: In England and Wales, transcripts of police-suspect interviews are

often admitted as evidence in courts of law. Orthographic transcription is a

time-consuming process and is usually carried out by untrained transcribers,

resulting in records that contain summaries of large sections of the interview

and paraphrased speech. The omission or inaccurate representation of important

speech content could have serious consequences in a court of law. It is therefore

clear that investigation into better solutions for police-interview transcription is

required. This paper explores the possibility of incorporating automatic speech

recognition (ASR) methods into the transcription process, with the goal of

producing verbatim transcripts without sacrificing police time and money. We

consider the potential viability of automatic transcripts as a “first” draft that would

be manually corrected by police transcribers. The study additionally investigates

the e�ects of audio quality, regional accent, and the ASR system used, as well as

the types and magnitude of errors produced and their implications in the context

of police-suspect interview transcripts.

Methods: Speech datawas extracted from two forensically-relevant corpora, with

speakers of two accents of British English: Standard Southern British English and

West Yorkshire English (a non-standard regional variety). Both a high quality and

degraded version of each file was transcribed using three commercially available

ASR systems: Amazon, Google, and Rev.

Results: System performance varied depending on the ASR system and the audio

quality, and while regional accent was not found to significantly predict word error

rate, the distribution of errors varied substantially across the accents, with more

potentially damaging errors produced for speakers of West Yorkshire English.

Discussion: The low word error rates and easily identifiable errors produced by

Amazon suggest that the incorporation of ASR into the transcription of police-

suspect interviews could be viable, though more work is required to investigate

the e�ects of other contextual factors, such as multiple speakers and di�erent

types of background noise.

KEYWORDS

transcription, automatic speech recognition, forensic linguistics, automatic methods,

phonetics

Frontiers inCommunication 01 frontiersin.org

https://www.frontiersin.org/journals/communication
https://www.frontiersin.org/journals/communication#editorial-board
https://www.frontiersin.org/journals/communication#editorial-board
https://www.frontiersin.org/journals/communication#editorial-board
https://www.frontiersin.org/journals/communication#editorial-board
https://doi.org/10.3389/fcomm.2023.1165233
http://crossmark.crossref.org/dialog/?doi=10.3389/fcomm.2023.1165233&domain=pdf&date_stamp=2023-07-13
mailto:lauren.harrington@york.ac.uk
https://doi.org/10.3389/fcomm.2023.1165233
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fcomm.2023.1165233/full
https://www.frontiersin.org/journals/communication
https://www.frontiersin.org


Harrington 10.3389/fcomm.2023.1165233

1. Introduction

Orthographic transcripts of spoken language can be admitted
as evidence in courts of law in England and Wales in a number of
scenarios. When the speech content of an audio or video recording
is used as evidence, e.g., a threatening voicemail message, the
recording is often accompanied by a transcript to assist the court
in “making out what was said and who said it” (Fraser, 2020).
These recordings tend to be of very poor quality such that the
speech is often close to unintelligible without the aid of a transcript.
However, this means that the transcript can be highly influential on
what members of the court believe they hear in the recording, as
highlighted by Fraser and Kinoshita (2021; see also Fraser et al.,
2011). It is therefore crucial that transcripts presented alongside
speech evidence are as accurate as possible since they can play
an important role in listeners’ perception of speech and speakers,
potentially leading to miscarriages of justice in cases where an
utterance is inaccurately interpreted as incriminating (Harrison
and Wormald, in press).

Another use of orthographic transcripts in the legal system is
transcripts of police-suspect interviews, which play an important
role in the investigative process and are often admitted as evidence
in court (Haworth, 2018). While the audio recording of the
police-suspect interview is technically the “real” evidence in this
context, the transcript is admissible as a “copy” and is often the
only version of the police-suspect interview that is referred to
in the courtroom (Haworth, 2018). Given that the court often
does not hear the original audio recording, it is important that
the transcripts are an accurate representation of the interview’s
contents. However, Haworth (2018, 2020) has identified issues
with the transcripts created by police transcribers, including
summarizing large sections of the interview, paraphrasing the
speech content and inconsistent representation across transcribers.
A verbatim record of the speech would be ideal, but this is a
time-consuming and laborious task.

Automatic speech recognition (ASR) technology is rapidly
improving and can produce transcripts in a fraction of the
time it would take a human to complete the same task.
Transcripts produced by an ASR system would require manual
checking and correction, but the output would be a verbatim
record of the full interview, eliminating the issue of potentially
important information being inaccurately paraphrased or omitted.
A computer-assisted transcription method could lead to more
reliable evidence being presented to courts without a significant
increase in the time spent producing the records.

When considering the incorporation of ASR into the
transcription process, it is important to take into account factors
that have a significant impact on ASR performance, such as
audio quality and regional accents. Background noise has been
shown to decrease the accuracy of ASR systems in a number
of contexts (Lippmann, 1997; Littlefield and Hashemi-Sakhtsari,
2002) including for forensic-like audio recordings (Harrington
et al., 2022; Loakes, 2022). In recent years, a growing body
of research has focused on systematic bias within automatic
systems, i.e., underperformance for certain demographic groups,
and significant disparities in performance have been demonstrated
across accents. Transcripts tend to be significantly less accurate for

non-native speakers (DiChristofano et al., 2022) or speakers of non-
standard regional varieties (Markl, 2022). However, a limitation
of work in this area is the use of word error rate (WER) for
evaluating performance. WER is the ratio of errors in a transcript
to the total number of words spoken and can be useful to highlight
differences in performance across groups. However, this metric
does not provide insights into where and why systems produce
errors, or how evidentially significant those errors could be.

This paper presents work on the topic of automatic speech
recognition in the context of police-suspect interview transcription,
employing a novel method of analysis that combines industry-
standard measures alongside detailed phonetic and phonological
analysis. While WER is useful for an overview of performance,
incorporating fine-grained linguistic analysis into the method
permits a deeper understanding of the aspects of speech that prove
to be problematic for automatic systems. The performance of three
commercial ASR systems is assessed with two regional accents,
across different audio qualities; the purpose of this assessment is
to evaluate how practical it would be for ASR systems to play a role
in the transcription of police-suspect interviews.

2. Background

This section covers a range of topics relevant to the present
study. Firstly, Section 2.1 outlines the current situation regarding
police-suspect interview transcription in England and Wales, and
highlights the issues. Automatic speech recognition (ASR) is
offered as part of a potential solution, and Section 2.2 covers a brief
history of ASR and its rapid improvement in recent years. Section
2.3 describes research on the use of ASR for transcribing forensic
audio recordings, which leads into the potential incorporation of
ASR in the transcription of comparatively better quality audio
recordings, i.e., police-suspect interviews, in Section 2.4. Section
2.5 addresses potential speaker-related factors that may affect ASR
performance, such as regional accent. Finally, Section 2.6 outlines
the research aims of the present study.

2.1. Transcription of police-suspect
interviews in England and Wales

In England and Wales, police-suspect interviews are recorded
according to requirements of the Police and Criminal Evidence
Act 1984. The audio recording is subsequently used to produce a
Record of Taped Interview (ROTI), and if the case ends up going to
trial, the ROTI is often admitted as evidence alongside the original
audio recording. However, the transcript itself often becomes
effectively “interchangeable [with] and (in essence) identical”
(Haworth, 2018, p. 434) to the audio evidence in the eyes of the
court, and is often used as a substitute for the original audio
recording. Relying on the transcript as the primary source of the
interview’s contents could be problematic in cases where speech has
been omitted or inaccurately represented.

The police interview transcribers, also known as ROTI clerks,
tend to be employed as administrative staff, and the job-specific
skills required often include proficiency in audio and copy typing
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and a specific typing speed (Tompkinson et al., 2022). ROTI clerks
receive little to no training or guidance on the transcription process
(Haworth, 2018), which has the potential to create a systematic
lack of consistency in transcription production, even within police
forces. This is highlighted by an example provided in Haworth
(2018) in which three ROTI clerks transcribe an unanswered
question in three unique ways: “no response,” “no audible reply”
and “defendant remained silent.” Each representation could
potentially generate varying interpretations of the interviewee’s
character. It is also worth noting that the 43 territorial police forces
in England and Wales operate individually, which contributes
to the issue of inconsistency in transcription and transcript
production across forces.

Another issue with ROTIs is that much of the interview is
summarized and the transcriber, untrained in legal issues and
protocol, will ultimately decide what is deemed as important and
worthy of full transcription. This decision-making process could
lead to serious consequences given Section 34 of the Criminal
Justice and Public Order Act 1994, which states that the court may
draw inferences if something later relied upon as evidence is not
mentioned during the initial interview stage.

In accordance with Haworth (2018), this assessment of
problematic issues surrounding ROTIs does not serve as a critique
of the clerks hired to produce the transcripts, but of the wider
process. Transcription, particularly of long stretches of speech,
is a time-consuming and labor-intensive task that can take four
to five times the length of the audio recording to transcribe for
research purposes (Walford, 2001; Punch and Oancea, 2014), and
a time factor of 40 to 100 for difficult forensic recordings (Richard
Rhodes, personal communication). It is also prone to human error,
for example spelling and punctuation mistakes (Johnson et al.,
2014) and omission or misrepresentation of short function words,
discourse markers and filled pauses (Stolcke and Droppo, 2017;
Zayats et al., 2019). Transcribing spoken language, even when
producing a verbatim transcript, is a complex and inherently
selective process which carries the inevitable risk of systematic
and methodological bias (Jenks, 2013; Kowal and O’Connell,
2014). Transcripts carry social and linguistic information, therefore
transcribers have an enormous amount of power over the way in
which people are portrayed (Jenks, 2013).

Discrepancies concerning the portrayal of speakers have been
reported within legal transcripts (e.g., US court reports, UK
police interviews), with standardized language and “polished”
grammar for professionals such as lawyers, expert witnesses and
police interviewers but verbatim transcription or inconsistently-
maintained dialect choices for lay witnesses or suspects (Walker,
1990; Coulthard, 2013). Similar inconsistencies were observed in
ROTIs (Haworth, 2018), as well as an assumption revealed in focus
group discussions with ROTI clerks that the interviewee will be
charged with or convicted of an offense, as demonstrated through
the use of terms such as “defendant” or “offender” to refer to
interviewees (89% of references; Haworth, 2018, p. 440).

The use of ASR could address a number of the concerns
regarding the production of police interview transcripts. Automatic
systems can process a large amount of data in a fraction of the time
it would take a human to do the same task. This could allow for
interviews to be transcribed in full, rather thanmostly summarized,

while saving time, effort and money on behalf of the police. An
automatic system would not apply social judgements to the role
of interviewer and interviewee, and would therefore likely remain
consistent in its treatment of speakers in this regard, given that
only the speech content would be transcribed. Furthermore, an
ASR system would likely be consistent in its representation of
phenomena such as silences; for example, unanswered questions
simply would not be transcribed, and therefore the system would
not inject potentially subjective statements such as “defendant
remained silent.”

2.2. Automatic speech recognition

The field of automatic speech recognition (ASR) has received
growing interest over the last decade given its expanding
applications and rapid improvements in performance, though this
technology has existed in different forms for over 70 years. The
first speech recogniser was developed in 1952 at Bell Telephone
Laboratories (now Bell Labs) in the United States and was capable
of recognizing 10 unique numerical digits. By the 1960’s systems
were able to recognize individual phonemes and words, and the
introduction of linear predictive coding (LPC) in the 1970’s led
to rapid development of speaker-specific speech recognition for
isolated words and small vocabulary tasks (Wang et al., 2019). The
1980’s saw the creation of large databases (O’Shaughnessy, 2008)
and the implementation of a statistical method called the “Hidden
Markov Model” (HMM) which allowed systems to recognize
several thousand words and led to substantial progress in the
recognition of continuous speech (Wang et al., 2019). Combining
HMM with a probabilistic Gaussian Mixture Model (HMM-
GMM) created a framework that was thoroughly and extensively
researched throughout the 1990’s and 2000’s, and remained the
dominant framework until the last decade when deep learning
techniques have become prevalent (Wang et al., 2019). In recent
years deep neural networks (DNN) have been implemented to
create the HMM-DNN model, achieving performance well beyond
its predecessor.

Modern state-of-the-art ASR systems are typically made up of
two main components, an acoustic model and a language model,
both of which are concerned with calculating probabilities. As
a basic summary according to Siniscalchi and Lee (2021), the
acoustic model recognizes speech as a set of sub-word units (i.e.,
phonemes or syllables) or whole word units. It is then tasked
with calculating the probability that the observed speech signal
corresponds to a possible string of words. The language model then
calculates the probability that this string of words would occur
in natural speech. This is often evaluated using n-grams, which
calculate the probability of the next word in a sequence given the n
previous words, based on extensive training on large text corpora.
Bothmodels contribute to the estimated orthographic transcription
produced by the ASR system.

Adaptations to the architecture of ASR systems have led to huge
improvements in accuracy, which can be illustrated by observing
the reported word error rates (WER) on a commonly-used dataset
for measuring ASR performance, such as the Switchboard corpus
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(Godfrey and Holliman, 1993). This is a dataset of American
English conversational telephone speech that is commonly used
to benchmark ASR performance. The first reported assessment
of speech recognition performance had a WER of around 78%
(Gillick et al., 1993) and by 2005 state-of-the-art systems were
yielding WER measures between 20 and 30% (Hain et al., 2005).
Thanks to large amounts of training data and the application
of machine learning algorithms, huge improvements in speech
technology have been demonstrated in recent years. In 2016,
Microsoft reported that their automatic system had achieved
human parity, with a WER of 5.8% compared with a human
error rate of 5.9% on a subset of the Switchboard data (Xiong
et al., 2016). In 2021, IBM reported an even lower WER of 5.0%
on a subset of the Switchboard data, reaching a new milestone
for automatic speech recognition performance (Tüske et al.,
2021).

It is crucial to acknowledge, though, that performance is
relative to the materials being transcribed. Though trying to mimic
spontaneous conversations, the Switchboard corpus contains
“inherently artificial” (Szymański et al., 2020) spoken data due to
factors such as the predefined list of topics, the localized vocabulary
and the relatively non-spontaneous form of the conversations.
These factors, paired with the relatively good audio quality, create
conditions which are favorable to ASR systems, and while ASR
may outperform human transcribers in some cases, there will be
circumstances in which the reverse is true, especially in more
challenging conditions such as forensic audio.

2.3. Automatic transcription of forensic
audio recordings

Some work within the field of forensic transcription has
considered whether automatic methods could be incorporated
into the transcription of forensic audio samples, such as covert
recordings. The audio quality of such recordings is generally poor
given the real-world environments in which the recordings are
made, and as a result of the equipment being deployed in a covert
manner, rather than one designed to capture good-quality audio.
They can also be very long, containing only a few sections of
interest; it is often necessary to transcribe the recording in full to
identify such sections, which is a time-consuming and arduous task
for forensic practitioners.

Two studies in particular have explored automatic transcription
in forensic-like contexts, the first of which uses an audio
recording of a band rehearsal (Loakes, 2022), comparable to
a covert recording. Two automatic transcription services (BAS
Web Services and Descript) were employed to transcribe the
44 s recording containing the sounds of musical instruments and
multiple speakers from a distance. BAS Web Services returned a
system error when an orthographic transcription was requested,
and when the in-built WebMINNI service was employed to
segment the speech into phonemes, many sections of speech
were identified as “non-human noise” and instrument noises were
labeled as speech. Descript was also unsuccessful in its attempt to
transcribe the speech, with the output containing only three distinct

words (“yes,” “yeah,” and “okay”), a fraction of the total number of
words uttered.

A second study on the topic of forensic transcription compared
the performance of 12 commercial automatic transcription services
using a 4-min telephone recording of a conversation between five
people in a busy restaurant (Harrington et al., 2022). Talkers were
positioned around a table upon which amobile device was placed to
record the audio, and all were aware of its presence. The transcripts
produced by the automatic systems were of poor quality, making
little sense and omitting large portions of speech, although this
is not surprising given the high levels of background noise and
numerous sections of overlapping speech.

A number of relatively clear single-speaker utterances were
selected for further analysis, and results showed that even in
cases of slightly better audio quality and more favorable speaking
conditions, transcripts were far from accurate. The best performing
system (Microsoft) produced transcripts in which 70% of words
on average matched the ground truth transcript, though there was
a high level of variability across utterances. Microsoft transcribed
seven of the 19 utterances with over 85% accuracy, but many of the
other transcriptions contained errors that could cause confusion
over the meaning, or even mislead readers. For example, “that
would have to be huge” was transcribed as “that was absolutely

huge,” changing the tense from conditional (something that could
happen) to past (something that has happened). In many cases, the
automatic transcript would need substantial editing to achieve an
accurate portrayal of the speech content.

The findings of such research, though valuable, are
unsurprising given that commercial ASR systems are not
designed to deal with poor quality audio; they are often trained
on relatively good quality materials more representative of general
commercial applications. Following recent advances in learning
techniques to improve ASR performance under multimedia noise,
Mošner et al. (2019) demonstrated that a system trained on clean
and noisy data achieved better performance (i.e., higher reductions
in WER) than a system trained only on clean data. It seems
that training data has a direct effect on the capabilities of ASR
systems. There could potentially be a place for automatic systems
within the field of forensic transcription if the training data used
is comparable to the audio recordings that would ultimately be
transcribed. However, it is impractical to expect commercial ASR
systems to perform at an appropriate level for the type of data that
forensic practitioners handle.

Given the current state of the technology, ASR should therefore
not be employed for the transcription of poor quality audio such
as covert recordings, though the question remains as to whether
it could be incorporated for comparatively better quality audio
samples, such as police interviews. This type of audio recording is
much better suited to automatic transcription for many reasons.
The quality of police-suspect interview recordings tends to be
much better since the equipment utilized is built specifically for
the purposes of recording audio, and all members present are
aware of the recording process. The number of speakers is limited
and known, and the question-and-answer format of the interview
will most likely result in speech that is easier to transcribe, i.e.,
less overlapping speech. The level of background noise will also
likely be much lower than a busy restaurant or a music practice
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room, although it must be noted that the audio quality of these
interviews is not always ideal or comparable to studio quality
audio. Reverberation, broadband noise or interference, the rustling
of papers and the whirring of laptop fans (Richard Rhodes,
personal communication) are examples of frequently occurring
issues encountered within police interview recordings which can
make some sections difficult to transcribe.

2.4. Incorporating automatic methods into
police transcription

One approach to the use of automatic methods would be the
use of an automatically-produced transcript as a starting point
to which human judgements could be added i.e., “post-editing”
an ASR output. Bokhove and Downey (2018) suggest that using
automatic transcription services to create a “first draft” could be
worthwhile in an effort to reduce the time and costs involved in
human transcription. In their study, many of the errors made by
the ASR system for interview data were relatively small and easily
rectifiable, while recordings of a classroom study and a public
hearing (with many speakers and microphones positioned far away
from speakers) resulted in automatic transcriptions that deviated
more substantially from the audio content. Nonetheless, Bokhove
and Downey (2018) argue that, with little effort, reasonable “first
versions” can be obtained through the use of freely available
web services, and that these may serve as a useful first draft in
a process which would involve multiple “cycles” or “rounds” of
transcription (Paulus et al., 2013) regardless of the inclusion of
automatic methods.

However, the baseline performance of the ASR system is a
key issue in whether combining ASR and human transcription is
viable. By artificially manipulating the accuracy of transcripts, Gaur
et al. (2016) demonstrated that the time spent correcting an ASR
output can exceed the time spent creating a transcript from scratch
if the automatically-produced transcript is insufficiently accurate.
By manipulating the WER of transcripts at rough intervals of 5%
ranging between 15 and 55%, it was found that by the time the
WER had reached 30% participants were able to complete the
post-editing phase more quickly by typing out the content from
scratch. However, participants only realized that the quality of the
original transcript was a challenge when the WER reached around
45%. These findings suggest that post-editing an ASR output could
reduce the time taken to produce a verbatim transcript provided
that the WER does not exceed a certain level; however, if the WER
consistently approaches 30% then the incorporation of automatic
methods into the transcription process fails to be a worthwhile
avenue of research.

There are, however, some issues with usingWER as the defining
metric of system performance, as highlighted by Papadopoulou
et al. (2021). Firstly, WER can be expensive and time-consuming
to calculate due to the requirement of manual transcriptions to
use as a reference. Secondly, quantified error metrics do not take
into account the cognitive effort necessary to revise the ASR
transcripts into a “publishable” quality. A more useful metric for
analyzing ASR outputs is the post-editing effort required. In their
study, a single post-editor with intermediate experience in the

field was tasked with post-editing transcripts produced by four
commercial ASR systems (Amazon, Microsoft, Trint, and Otter).
Both the time taken to edit the ASR output and the character-
based Levenshtein distance between the automatic and post-edited
transcripts were measured.

An interesting finding by Papadopoulou et al. (2021) is that
the number of errors within a transcript does not always correlate
with the amount of effort required for post-editing. Systems with
the lowest error rates do not necessarily achieve the best scores
in terms of the post-editing time and distance. Certain types of
errors were shown to take longer to edit, such as those related
to fluency, i.e., filler words, punctuation and segmentation. The
authors also suggest that deletion and insertion errors are easily
detectable and require less cognitive effort to edit than substitution
errors. Although little justification for this claim is put forth in the
paper, it does seem likely that deletions and insertions could be
easier to identify given that the number of syllables will not match
up between the speech content and the transcript. The post-editor
may find substitutions more challenging to detect, especially if the
phonetic content of the target word and transcribed word is similar.
It is therefore crucial to consider the types of errors made, not
just overall error rates, when assessing the viability of an automatic
transcript as a first draft.

The study carried out by Papadopoulou et al. (2021) claims
to be one of the first papers to evaluate the post-editing effort
required to transform ASR outputs into useable transcripts and
to conduct qualitative analysis on ASR transcription errors. Given
that WER does not reveal sufficient information regarding the
types of errors made and the difficulty of correcting those errors,
there is a clear need for additional research on the topic of post-
editing and alternative methods of analysis. This is particularly
true when evaluating the practicality of incorporating ASR into
the transcription process, as the effort required to transform an
ASR output into a fit-for-purpose verbatim transcript is the main
consideration in whether this approach is advantageous, rather
than the number of errors in the initial transcript.

2.5. Automatic systems and speaker factors

Given that the speakers taking part in police-suspect interviews
will come from a range of demographics, it is important to
consider how this may affect the performance of automatic speech
recognition systems. Factors relating to a speaker’s linguistic
background, such as accent, can prove challenging for an
automatic transcription system. Previous work has demonstrated
that the performance of ASR systems declines significantly when
confronted with speech that diverges from the “standard” variety;
this has been found for non-native-accented speech in English
(Meyer et al., 2020; DiChristofano et al., 2022; Markl, 2022) and
Dutch (Feng et al., 2021), as well as for non-standard regionally-
accented speech in Brazilian Portuguese (Lima et al., 2019) and
British English (Markl, 2022).

Markl (2022) compared the performance of Google and
Amazon transcription services across multiple accents of British
English. One hundred and two teenagers from London or
Cambridge (South of England), Liverpool, Bradford, Leeds, or
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Newcastle (North of England), Cardiff (Wales), Belfast (Northern
Ireland), or Dublin (Republic of Ireland) were recorded reading a
passage from a short story. Both systems demonstrated significantly
worse performance, based on WER, for some of the non-
standard regional accents compared with the more “standard”
Southern English accents. Amazon performed best for speakers
from Cambridge and showed a significant decline in performance
for those from parts of Northern England (Newcastle, Bradford,
and Liverpool) and Northern Ireland (Belfast). Much higher
error rates were reported for Google for every variety of British
English, likely as a result of much higher rates of deletion errors.
Google performed best for speakers of London English and saw a
significant drop in performance only for speakers from Belfast.

Many researchers have suggested that the composition of
training datasets can cause bias within automatic systems (Tatman,
2017; Koenecke et al., 2020; Meyer et al., 2020; Feng et al., 2021)
and that the underrepresentation of certain accents leads to a
decline in performance for those varieties. Markl (2022) reports
that certain substitution errors identified for speakers of non-
standard regional accents of British English suggest that there is
an overrepresentation of Southern accents in the training data or
that acoustic models are being trained only on more prestigious
Southern varieties, such as Received Pronunciation. Similarly,
Wassink et al. (2022) claim that 20% of the errors within their
data would be addressed by incorporating dialectal forms of ethnic
varieties of American English (African American, ChicanX, and
Native American) into the training of the automatic systems. The
implementation of accent-dependent (or dialect-specific) acoustic
models has been found to improve performance, particularly for
varieties deviating more substantially from the standard variety,
such as Indian English and African American Vernacular English
(Vergyri et al., 2010; Dorn, 2019).

2.6. Research aims

The main aim of the present research is to assess ASR
transcription errors across accents and audio qualities. The
implications of such errors being retained in a transcript presented
to the court will be considered, and methods of analysis that are
appropriate for this particular context will be employed. This work
is centered on the transcription of recordings resembling police
interview data, and a further aim of this work is to consider the
practicality of incorporating ASR into the transcription of police-
suspect interviews.

The present study will explore in much greater detail the types
of errors produced across two different accents of British English,
and will focus not only on the distribution of three main error
categories (deletions, substitutions, and insertions), but also on the
distribution of word types that feature in the errors. For example,
some substitutions may be more damaging than others, or more
difficult to identify in the post-editing of a transcript. Errors will
also be assessed from a phonological perspective in order to identify
errors resulting from phonological differences across the accents
and highlight particularly challenging phonetic variables for the
automatic systems. Although both the acoustic and language model

will affect ASR performance, the analysis and interpretation of
errors in this study will focus on those which are most likely a
reflection of the acoustic model.

In this study, recordings that are representative of police
interviews in the UK (in terms of speech style and audio quality) are
used, which are expected to degrade ASR performance compared
with previous studies that have typically used high qualitymaterials.
The present study considers, from a practical perspective, whether
this technology could be incorporated into the transcription
process for police-suspect interviews.

The specific research questions are:

1. How do regional accent and audio quality affect the performance
of different ASR systems?

2. What types of errors are produced by the ASR systems, and what
are the implications of these errors?

3. To what extent could ASR systems produce a viable first draft for
transcripts of police-suspect interviews?

3. Materials and methods

3.1. Stimuli

In order to explore differences in ASR performance across
different regional accents, two varieties of British English were
chosen for analysis: Standard Southern British English (SSBE) and
West Yorkshire English (WYE). SSBE is a non-localized variety
of British English spoken mostly in Southern parts of England,
and although linguistic diversity is celebrated in contemporary
Britain, SSBE is heard more frequently than other accents in public
life (e.g., TV programmes and films), especially in media that is
seen on an international scale, and acts as a teaching standard
for British English (Lindsey, 2019). SSBE is referred to in this
study as a “standard” variety. WYE is a non-standard regional
variety of British English which shares characteristics with many
other Northern English accents1 and whose phonology diverges
substantially from SSBE (Hickey, 2015).

Stimuli were extracted from two forensically-relevant corpora
of British English: the Dynamic Variability in Speech database
(DyViS; Nolan et al., 2009) and the West Yorkshire Regional
English Database (WYRED; Gold et al., 2018). DyViS contains the
speech of 100 young adult males from the South of England (the
majority of whom had studied at the University of Cambridge)
taking part in a number of simulated forensic tasks, such as a
telephone call with an “accomplice” and a mock police interview.
WYRED contains the speech of 180 young adult males from three
parts of West Yorkshire (Kirklees, Bradford, and Wakefield) and
was created to address the lack of forensically-relevant population
data for varieties of British English other than SSBE. The collection

1 West Yorkshire English shares some features (e.g., lack of TRAP-BATH

and FOOT-STRUT splits) with General Northern English (GNE), an emerging

variety of Northern British English which is the result of dialect leveling

(Strycharczuk et al., 2020). However, there are some features that make WYE

distinct from GNE, such as the monophthongization of vowels in words like

“face” and “goat.”
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TABLE 1 Examples of linguistic content of stimuli from each speaker.

Speaker Utterance

SSBE-1 And um there’s also a boat house but that’s obviously
that’s quite hard to see from there

SSBE-2 Not exactly I can’t really remember their surnames but
I might have known them I don’t know

WYE-1 Uh can get a bit inebriated sometimes so not all the
time no can’t say

WYE-2 Yeah quarter of an hour half an hour something like
that depending on traffic

procedures employed in the production of the DyViS database were
closely followed for WYRED, resulting in very closely matched
simulated forensic conditions.

The mock police interview contained a map task in which
specific speech sounds were elicited through the use of visual
stimuli. Participants assumed the role of a suspected drug trafficker
and had to answer a series of questions regarding their whereabouts
at the time of the crime, their daily routine and their work
colleagues, among other things. Visual prompts were provided
during the task, containing information about the events in
question and incriminating facts shown in red text. Participants
were advised to be cooperative but to deny or avoid mentioning
any incriminating information. The speech was conversational
and semi-spontaneous, and the question-and-answer format of
the task was designed to replicate a police-suspect interview. On
account of the focus on police-suspect interview transcription
in this paper, the mock police interview task was selected for
this study.

Two speakers of each accent were selected and eight short
utterances were extracted per speaker, resulting in a total of 32
utterances. Much of the speech content in this task contained
proper nouns such as the surnames of colleagues and place
names. With the exception of two well-known brands, “Skype”
and “Doritos,” proper nouns were not included in the extracted
utterances in order to avoid inflated error rates as a result
of misspellings or due to the name not featuring in the ASR
system’s vocabulary. Other than filled pauses, which were extremely
common in the spoken data, effort was also made to exclude
disfluent sections. Disfluencies have been shown to be problematic
for ASR systems (Zayats et al., 2019), therefore sections containing
false starts or multiple repetitions were excluded in order to isolate
differences in performance due to regional accent. Utterances
ranged between 14 and 20 words in length and 3–6 s in
duration, each containing a single speaker and unique linguistic
content. Some examples of the utterances are included in Table 1
(and reference transcripts for all utterances can be found in
Supplementary material).

To investigate the effects of low levels of background noise,
such as that commonly found in real police interviews, the
studio quality recordings were mixed with speech-shaped noise,
derived from the HARVARD speech corpus. This was carried
out using Praat (Boersma and Weenink, 2022), and the resulting
files had an average signal-to-noise ratio (SNR) of 10 dB, such
that intelligibility was not hugely impacted but the background

noise was noticeable. The studio quality files had a much higher
average SNR of 22 dB, reflecting the lack of background noise
in these recordings. To summarize, a studio quality version
and a poorer quality version (with added background noise)
of each file was created, resulting in a total of 64 stimuli for
automatic transcription.

3.2. Automatic transcription

Three commercially-available automatic transcription services
were used to transcribe the audio files: Rev AI2, Amazon
Transcribe3, and Google Cloud Speech-to-Text4. Many automatic
transcription systems acknowledge that background noise and
strongly accented speech can decrease transcription accuracy. Rev
AI was chosen due to its claims of resilience against noisy audio
and its Global English language model which is trained on “a
multitude of. . . accents/dialects from all over the world” (Mishra,
2021). Services from Amazon and Google were chosen due to their
frequent use in other studies involving ASR and the prevalent use
of products from these technology companies in daily life. When
uploading the files for automatic transcription, “British English”
was selected as the language for Amazon and Google, and, since
this option was not available for the third service, “Global English”
was selected for Rev AI.

Reference (i.e., ground truth) transcripts were manually
produced by the author for each utterance, using the studio quality
recordings. The automatic transcripts produced by Amazon,
Google, and Rev were compiled in a CSV file. Amazon and Google
offer confidence levels for each word within the transcription but
for the purpose of this research, only the final output (i.e., the
highest probability word) was extracted.

3.3. Error analysis

Custom-built software was written to align the reference and
automatic transcripts on a word-level basis, and each word pairing
was assessed as a match or an error. Errors fall into three categories
as outlined below:

• Deletion: the reference transcript contains a word but the
automatic transcript does not.

• Insertion: the reference transcript does not contain a word but
the automatic transcript does.

• Substitution: the words in the reference transcript and
automatic transcript do not match.

From a forensic perspective, insertions, and substitutions are
potentially more harmful than deletions, on the assumption that
reduced information causes less damage than false information in
case work (Tschäpe and Wagner, 2012). Table 2 shows an example
of two potential transcriptions of the utterance “packet of gum in

2 Rev AI accessed 12th November 2021.

3 Amazon Transcribe accessed 17th October 2022.

4 Google Cloud Speech-to-Text accessed 13th October 2022.
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TABLE 2 Two potential transcriptions of the utterance “packet of gum in

the car.”

Reference Packet Of Gum In The Car

Transcript 1 Gum In Car

Transcript 2 Pack The Gun In The Car

Deletions are represented by a shaded red cell and substitutions are represented by bolded

red text.

the car,” and demonstrates the different effect that substitutions
can have in comparison with deletions. Both transcripts contain
three errors, but the substitutions in transcript 2 could be much
more damaging given the change in content and the new potentially
incriminating interpretation of the utterance.

Some minor representational errors were observed, such as
“steak house” transcribed as a compound noun “steakhouse” and
numbers transcribed as digits. Since these substitutions do not
constitute inaccuracies, rather slight changes in representation, the
word pairing was marked as a match and these were not included
as errors in the subsequent analysis. With regards to substitutions
spanning multiple words, it was decided that the collective error
would be marked as one substitution. For example, “cut and”
transcribed as “cutting” was marked as a substitution rather than a
combination of a substitution and a deletion, in an attempt to avoid
inflated insertion and deletion rates.

Despite the limitations of WER, particularly in a forensic
context, this metric can provide a brief overview of system
performance across groups that can be used as a starting point
for analysis. WER was therefore calculated for each utterance,
by dividing the total number of errors (deletions, insertions, and
substitutions) by the number of words in the reference transcript.
The total number of each type of error in each condition was
also calculated and compared to explore the differences across the
ASR systems as well as the effects of regional accent and level
of background noise. In order to explore in greater detail the
types of words involved in errors, each error pairing was manually
evaluated as involving content words, function words, filled pauses
or a combination of these. Substitutions involving morphological
alterations were also highlighted, and transcripts were assessed in
terms of the effort required to transform the ASR output into a
more accurate, verbatim transcript.

Errors were also assessed on a phonological level in order
to explore whether varying phonetic realizations of features
across accents could be responsible for transcription errors,
with a particular focus on marked vocalic differences across
SSBE and WYE. Substitutions involving content words in the
Yorkshire English transcripts were analyzed by identifying which
of Wells’ lexical sets (i.e., group of words all sharing the same
vowel phoneme; Wells, 1982) the words in the reference and
automatic transcripts belong to as well as transcribing the speaker’s
production of the word, with the goal of better understanding why
the error may have been made.

Four vocalic variables in particular were analyzed due to
differences between the SSBE and WYE phonetic realizations
(Wells, 1982; Hughes et al., 2005). These are outlined in Table 3,
using Wells’ (1982) lexical sets as a way of grouping words that
share the same phoneme. Words in the BATH lexical set contain

TABLE 3 Phonetic realizations of four vocalic variables across the two

varieties of British English analyzed in this study, Standard Southern

British English (SSBE) and West Yorkshire English (WYE).

Lexical set SSBE WYE

BATH [A:] [a]

STRUT [∧] [0]

FACE [eI] [e:∼ ε:]

GOAT [ e

0] [o:]

Variables are defined using Wells’ (1982) lexical sets.

a long back vowel in SSBE, but typically contain a short front vowel
in WYE, which overlaps with the production of the TRAP vowel
[a] in both varieties. Words in the STRUT lexical set contain an
unrounded low vowel in SSBE, but a rounded high vowel in WYE;
the rounded high vowel [0] is also produced in words belonging
to the FOOT lexical set in both varieties. Words belonging to the
FACE and GOAT lexical sets contain diphthongs in SSBE, but
typically contain monophthongs in WYE.

3.4. Statistical analysis

In order to evaluate which factors had a significant effect on
word error rate, three linear mixed effects models were fitted using
the lme4 package (Bates et al., 2015) in R. In each model, regional
accent, audio quality or ASR system was included as a fixed effect,
and all models included Speaker and Sentence as random effects to
account for variation across speakers within accent groups and the
unique linguistic content of each utterance. A separate “null” model
was fitted including only the random effects, and the ANOVA
function in R was used to compare each full model with the null
model. Results of the model comparisons indicate whether the full
model is better at accounting for the variability in the data, and
therefore whether the fixed effect has a significant impact on word
error rate. Results of the model outputs, containing an Estimate,
Standard Error rate and a p-value, were then examined to evaluate
the relationship between variables. A threshold of α = 0.05 was used
to determine statistical significance.

A three-way comparison was carried out for ASR system and in
the first three models Amazon was used as a baseline, meaning that
a comparison between Rev and Google had not been carried out.
The “ASR system” variable was relevelled such that Rev became the
baseline, and a fourth model was then fitted with ASR system as a
fixed effect and Speaker and Sentence as random effects.

4. Results

4.1. ASR systems

The three automatic systems tested in this study performed
with varying levels of success and were all clearly affected to
some degree by the regional accent of the speaker and the level
of background noise. Figure 1 shows WER in each condition for
the three ASR systems. The four conditions are SSBE speech in
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FIGURE 1

Average word error rate in each of the four conditions (SSBE studio, SSBE SSN, WYE studio, and WYE SSN) for all three ASR systems (Amazon, Rev,

and Google). ASR systems are ordered from left to right according to lowest to highest average WER.

studio quality audio, SSBE speech in audio with added speech-
shaped noise, WYE speech in studio quality audio andWYE speech
in audio with added speech-shaped noise; these will henceforth
be referred to as SSBE studio, SSBE SSN, WYE studio and WYE
SSN, respectively. Amazon was the best performing system with
the lowest word error rate (WER) in each of the four conditions
compared with Rev and Google, and achieved its lowest WER
(13.9%) in the SSBE studio condition and highest WER (26.4%) in
the WYE SSN condition. Google was the worst performing system,
achieving the highest WER in every condition except for WYE
speech in studio quality, for which Rev performed worst with a
WER of 34.1%.

Results of a model comparison between the null model and the
model with ASR system as a fixed effect revealed that ASR system
has a significant impact on WER [χ2

(2) = 50.35, p < 0.0001]. The
summary output of the linear mixed effects model revealed that
there was a significant difference in error rates between Amazon
and both Rev (β = 0.13, SE = 0.26, p < 0.001) and Google (β
= 0.20, SE = 0.26, p < 0.001). Rev achieved WERs that were
on average 13% higher than those produced by Amazon, while
Google produced WERs on average 20% higher than Amazon.
When comparing the two worst performing systems, Google was
found to produce significantly higher WERs than Rev (β = 0.08,
SE= 0.03, p < 0.005).

A notable trend in the data was Google’s high tendency toward
deletion errors, with over double (and in some cases quadruple) the
number of deletions that Amazon produced in the same condition.
An example of this is the utterance “not exactly I can’t really

remember their surnames but I might have known them I don’t

know” which was transcribed in studio quality by Amazon as “not
exactly I can’t remember their names but I might have known him

I don’t you” (with one deletion and three substitutions) and by
Google as “not exactly I can’t remember this sentence I don’t know”
(with seven deletions and two substitutions).

4.2. Regional accent

There are some clear differences in performance between the
two accents in this study. Word error rate is lower for SSBE than
for WYE in all conditions except for Google in the WYE studio
condition; however, the results of a model comparison between
the null model and the model with regional accent as a fixed
effect showed that the difference in performance across accents was
not statistically significant [χ2

(1) = 1.28, p = 0.26]. This is likely
due to the extremely small sample size and variation in system
performance across the speakers of each accent. All ASR systems
produced higher WERs for one of the SSBE speakers, which were
on average 13 and 20% higher than for the other SSBE speaker in
studio quality audio and speech-shaped noise audio, respectively.
One of the WYE speakers also proved more challenging for the
ASR systems, though the difference was most pronounced in studio
quality where WERs were on average 10% higher than for the
other WYE speaker. An average difference of 4% was observed
between the WYE speakers in speech-shaped noise audio, which
is likely a result of the highest WERs in the study being observed in
this condition.

The most common type of error also varied across accents, with
deletions featuring most frequently for SSBE speech (see Table 4)
and substitutions featuring most frequently for WYE speech (see
Table 5). As discussed earlier in this paper, substitution errors can
be viewed as more harmful than deletion errors in forensic contexts
given that incorrect information has the potential to be much
more damaging than reduced information. Substitutions may also
have a stronger priming effect than other types of errors on the
post-editors who are correcting an ASR transcript.

55.6% of SSBE errors in studio quality audio and 62.7% of SSBE
errors in speech-shaped noise audio were deletions. The number
of deletions in SSBE was consistently higher than in WYE, though
occasionally only by a relatively small margin. The majority of
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TABLE 4 Counts of each error type (insertions, deletions, and substitutions) produced by each system for Standard Southern British English speech.

ASR system Audio quality INS DEL SUB Total errors

Amazon Studio 0 20 16 36

Amazon SSN 0 26 14 40

Rev Studio 0 25 25 50

Rev SSN 2 43 30 75

Google Studio 0 57 36 93

Google SSN 1 73 37 111

SSN refers to the audio quality with added speech-shaped noise.

TABLE 5 Counts of each error type (insertions, deletions, and substitutions) produced by each system for West Yorkshire English speech.

ASR system Audio quality INS DEL SUB Total errors

Amazon Studio 1 13 33 47

Amazon SSN 3 16 46 65

Rev Studio 3 22 53 78

Rev SSN 5 30 64 99

Google Studio 4 39 42 85

Google SSN 4 71 50 125

SSN refers to the audio quality with added speech-shaped noise.

deletion errors involved short function words, such as “a” and “to,”
which made up between 61.5 and 80% of all deletion errors for Rev
and Google. Amazon made the fewest deletion errors out of all the
ASR systems, and the majority of the deletions for SSBE speech
involved the omission of filled pauses. The deletion of content
words was much less frequent, accounting for 17.9% of all deletion
errors for Rev and 16.3% of all deletion errors for Google. Amazon
was the only system for which content words were never deleted.

Substitutions accounted for the most frequently occurring type
of error for West Yorkshire English speech, with an average of
62.5% of all errors in studio condition and 58.5% of all errors in
the speech-shaped noise condition involving the substitution of
words or phrases. The only condition in which substitutions were
not the most frequently occurring type of error for WYE speakers
was Google in the speech-shaped noise condition where deletions
constituted 71 of the 125 errors. The distribution of word types
involved in substitution errors also differed across accents. The
majority of substitutions for WYE speech involved content words
while most substitutions for SSBE speech involved function words
(Figure 2).

Despite substitutions relating to function words accounting
for a minority of substitution errors in WYE, there were more of
this type of error in WYE than in SSBE. For Amazon and Rev,
the number of content word-related substitutions was between 2
and 5 times higher for Yorkshire English than for SSBE, and the
smaller increase for Google was likely a result of higher numbers of
substitutions for SSBE speakers.

4.3. Audio quality

Higher error rates (by an average of 8%) were observed in
speech-shaped noise audio compared with studio quality audio

for all systems and for both accents. The results of a model
comparison between the null model and the model with audio
quality as a fixed effect showed that this difference was statistically
significant [χ2

(1) = 11.42, p < 0.001], and examination of the
model output confirmed that WER was significantly higher in
the degraded audio condition (β = 0.08, SE = 0.02, p <

0.001). An increase was observed in the number of insertions
and deletions in all conditions when comparing the transcripts
of the studio quality recordings to the recordings with added
speech-shaped noise. Rev and Google in particular show large
increases in the number of deletions from studio condition to
the speech-shaped noise condition. A very similar number of
substitutions was observed across the audio qualities in SSBE, but
the number of substitutions in WYE was 19–40% higher in the
speech-shaped noise condition. The change in audio quality also
affected the distribution of word types involved in substitutions.
While the majority of substitution errors in SSBE were related
to function words in studio quality audio, a majority involved
content words in the speech-shaped noise condition for both
Rev and Google. Not only was Amazon the highest performing
system overall, it was also the least affected by the addition of
background noise.

4.4. Phonological variables

Many errors within the West Yorkshire English data could be
explained by a phonetic realization deviating from what might be
expected based on the assumed underlying acoustic models. This
was especially true in the case of vowels where the phonology
deviates markedly from SSBE. Given that previous studies suggest
an overrepresentation ofmore “standard” (in this context, Southern
British) varieties in training data, we may expect to see the ASR
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FIGURE 2

Number of substitution errors produced by each ASR system in each accent, in studio condition (left) and speech-shaped noise condition (right).

ASR systems are ordered from left to right according to lowest to highest average WER.

systems struggling with some of the non-standard pronunciations
of words by Yorkshire speakers. To explore this, four vowels
which are well-known to differ in quality, length, or number of
articulatory targets across SSBE and WYE were chosen for more
in-depth analysis.

4.4.1. BATH
Words belonging to the BATH lexical set contain different

vowels within the two accents: the long back vowel [A:] in SSBE
and, like many other varieties from the North of England, the short
front vowel [a] in WYE. There were few occurrences of words
belonging to the BATH lexical set in the Yorkshire data, though
there were two utterances of the word “staff,” one by each of the
Yorkshire speakers, which were produced with a short front vowel,
i.e., [staf], rather than a long back vowel, i.e., [stA:f]. All three
systems correctly transcribed this word for one speaker but not
for the other. The pronunciations themselves were very similar
but the surrounding context of the word was likely the cause
of this issue. In the successful case, “staff ” was uttered at the
beginning of an intonational phrase but in the other occurrence
it was preceded by a non-standard pronunciation of “with” [wIP].
Omission of word-final fricatives, most commonly in function
words, is a common process in some varieties of Yorkshire English
(Stoddart et al., 1999). In this case, the voiced dental fricative /ð/ has
been replaced with a glottal stop, resulting in the utterance [wIPstaf]
which Rev and Google both analyzed as one word, transcribing
“waste” and “Wigston,” respectively. Amazon mistranscribed the
word “staff ” as “stuff,” a substitution which could be the result
of the Yorkshire vowel being replaced with the closest alternative
that creates a word in Standard Southern British English. Since
[staf] in this case is not recognized as the word “staff,” the closest
SSBE alternative is the word “stuff ” which contains a low central
vowel [∧] that is closer within the vowel space to the uttered vowel
than [A:].

4.4.2. STRUT
There is a systemic difference between SSBE and WYE with

regards to the number of phonemes in each accent’s phonological
inventory, whereby the SSBE STRUT vowel/∧/does not feature
in WYE. Instead, [0] is produced in words belonging to both
the STRUT and FOOT lexical sets. Many words containing
this vowel were correctly transcribed within the Yorkshire data,
though some occurrences resulted in phonologically-motivated
substitutions. The word “bus,” pronounced [bUs] by the Yorkshire
speaker, was correctly transcribed by Amazon and Google but
proved challenging for Rev which replaced it with “books,” a word
containing [0] in SSBE and belonging to the FOOT lexical set. A
similar pattern was observed for the word “cut,” pronounced [kUP],
which Amazon and Google transcribed (almost correctly) as the
present participle “cutting,” while Rev substituted it with a word
from the FOOT lexical set, “couldn’t.”

The word “muddy,” pronounced [mUdI] by the Yorkshire
speaker, proved challenging for all three systems. In both audio
qualities, Amazon mistranscribed this word as “moody”/mu:di/,
retaining the consonants but replacing the vowel with the closest
alternative that creates a plausible word. Interestingly, Rev and
Google both transcribed “much” in place of “muddy,” correctly
recognizing the word uttered as belonging to the STRUT lexical set
despite the high rounded quality of the vowel [0].

Another example of a Yorkshire word belonging to the STRUT
lexical set that proved to be challenging for the ASR systems
was “haircut,” pronounced [ε:kUP], though this was likely due to
the h-dropping that takes places in word-initial position. Google
semi-successfully transcribed “cut,” ignoring the first vowel in the
word, while Amazon and Rev transcribed “airport” and “accurate,”
respectively. The lack of /h/ at the beginning of “haircut” had a clear
impact on the words consequently transcribed, since both begin
with a vowel. This seems to have then had an effect on the vowel
transcribed in the second syllable, as these systems transcribed final
syllables containing the vowels [O:] or [0] in SSBE.
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4.4.3. FACE
Words belonging to the FACE lexical set are subject to

realizational differences across the accents; the FACE vowel is
realized as the diphthong [eI] in SSBE but as the longmonophthong
[e:] in WYE. Most words containing this vowel were transcribed
correctly, e.g., “rains” and “place,” despite the monophthongal
quality of the vowel produced by the Yorkshire speaker. However,
some occurrences of [e:] proved challenging. For example, the word
“potatoes,” pronounced [p( e)te:P e

Z] with a glottal stop in place of
the second alveolar plosive, was incorrectly transcribed as “tears,”
“debt is,” and “date is” by Amazon, Rev and Google, respectively.
While Google transcribes a word containing the correct vowel [eI]
(“date”), the other systems transcribe words containing the vowels
[ε e] and [ε], which share similar vocalic qualities with the front mid
vowel uttered by the speaker in terms of vowel height, frontness
and steady state (or very little articulatory movement). Given that
Rev andGoogle both transcribe words containing /t/ after the FACE
vowel, it seems unlikely that the mistranscriptions are a result of
the glottal stop, and are rather a direct result of the monophthongal
realization of the FACE vowel.

4.4.4. GOAT
Words belonging to the GOAT lexical set vary in their phonetic

realization across the two accents, such that the diphthong [ e

0]
features in SSBE but a long monophthong features in WYE,
which can be realized in a number of ways. Traditionally this was
produced as a back vowel [o:] but it has undergone a process of
fronting (Watt and Tillotson, 2001; Finnegan and Hickey, 2015)
to [8:] for many younger speakers, including the two Yorkshire
speakers in this study. Some words containing this vowel were
transcribed without issue, such as “own” and “go,” though it should
be noted that the latter was relatively diphthongal in quality given
the phonological environment: the following word “in” begins with
a vowel therefore a [w]-like sound is inserted, leading to movement
during the vowel and creating a sound much closer to the SSBE
diphthong [ e

0].
Other words containing the fronted monophthong proved

more challenging for the systems, such as “drove” which was
mistranscribed as “drew if,” “do if,” and “if ” by Amazon, Rev,
and Google, respectively. Amazon and Rev replace [8:] with
words containing the vowel [u:], an alternative long monophthong
produced in a relatively similar part of the vowel space, followed
by [I] and the voiceless version of the labiodental fricative. Google
omitted the GOAT vowel, transcribing only the word “if” in studio
quality audio and deleting the word completely in the speech-
shaped noise condition. The word “road,” pronounced [ r8:d. ], was
also mistranscribed by two of the systems as “word” (/w ε:d/),
whereby the central monophthongal quality of the vowel was
retained but the height was slightly adjusted to give [ ε:].

4.5. Post-editing

In order to assess the possibility of incorporating an ASR
output into the transcription process, it is necessary to assess the
effort required to transform the ASR output into a more accurate

(verbatim) transcript. The best performing system, Amazon, was
evaluated in terms of the frequency and types of errors produced,
as well as the difficulty of error identification within the data.
Deletion and insertion errors may be more easily detectable than
substitution errors, as suggested by Papadopoulou et al. (2021),
in many contexts; in principle, these errors should stand out
as missing or extraneous when the transcriber listens to the
audio, while substitution errors may be more challenging to
identify, especially if closely resembling the speech sounds in the
audio recording.

In studio quality, 20 deletions were produced for SSBE speech
and 13 for WYE speech, and in both cases, more than half of the
deletion errors involved the omission of filled pauses. The rest of
the deletions involved function words, and in almost all cases the
transcription remained relatively unchanged in terms of semantic
meaning, e.g., “I can’t really remember” → “I can’t remember,”
or “half an hour something like that depending on traffic” →

“half an hour depending on traffic.” In the speech-shaped noise
condition, 26 deletions were produced for SSBE and 16 for WYE.
Fifty percent of the errors for SSBE involved filled pauses while the
majority of WYE deletions (11/16) involved function words, and
most deletions did not affect the semantic meaning of the utterance,
e.g., “except for when it rains” → “except when it rains” or “he’s
a tour guide and I knew him from secondary school” → “he’s a
tour guide I knew from [a] secondary school.” Furthermore, some of
the deletions occurred in instances where a pronoun or determiner,
e.g., “I” or “a,” had been repeated, such that the transcript contained
only one instance of each word.

Insertions were extremely rare within the data, particularly
for Amazon which did not produce any insertions for SSBE and
only inserted 1–3 words in the WYE transcripts. In studio quality,
the only insertion to be made was “I knew him from secondary

school” → “I knew [him] from a secondary school,” which is
easily detectable given that the insertion of the determiner sounds
unnatural in this context. The same insertion was made in the SSN
condition, along with the insertion of first-person pronoun “I” and
determiner “a.”

Substitutions may require more cognitive effort to identify,
particularly in cases where the word in the transcript closely
resembles the word that is uttered. First, the substitution of
content words was assessed given that this type of mistranscription
could lead to serious errors in forensic contexts, e.g., if a
non-incriminating word such as “gum” is substituted with an
incriminating alternative like “gun.” In studio quality, six content
words in SSBE and 16 in WYE were subject to substitution
errors. The majority of SSBE substitutions in this case involved
morphological alterations, such as a change in tense (e.g., “finish”
→ “finished”) or omission of an affix (e.g., “surnames” →

“names”). Due to the phonetic similarity of the target and
transcribed word, these substitutions could be difficult to notice in
a post-editing phase, and an uncorrected change in tense could, in
some circumstances, have a significant impact on the meaning of
the utterance. However, the morphological alterations in the data
were all relatively clear; either the change in tense was held in stark
contrast to the tense used in the rest of the utterance, or it was
coupled with another error which would indicate that the section
needs closer review.
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TABLE 6 Examples from the data of substitution errors involving

pronouns.

Accent Reference transcript Automatic transcript

SSBE I couldn’t put a name to a face I couldn’t put a name to her
face

SSBE I might have known them I might have known him

WYE Uh can get a bit inebriated You can get a bit inebriated

Words involved in substitutions are highlighted in bold text.

The remaining two errors were relatively easy to identify
from the context of the utterance; the utterance-final phrase “I
don’t know” was mistranscribed as “I don’t you” and “a really

big yew tree right next to it” was mistranscribed as “a really big

utility right next to it.” A much bigger proportion (11/16) of
the WYE content-based substitutions involved non-morphological
alterations, but the majority of these were easy to identify from
context alone, such as the phrase “it’s bit uh cut and chop with staff ”
which was transcribed by Amazon as “it’s bitter cutting chocolate

stuff.” The words directly preceding this part of the utterance
referenced the frequent hiring of new staff, therefore the reference
to “cutting chocolate” seems misplaced in this context. Other WYE
substitutions included “airport” in place of “giving him an haircut”
and “moody” in place of “when it rains it gets verymuddy.”

In the speech-shaped noise condition, there were a very similar
number of content-based substitutions in SSBE (5) while the
number increased substantially for WYE from 16 to 29, only six
of which involved morphological alterations. The rest of the errors
were relatively clear from context, e.g., “I had a bit of dessert”
→ “I had a bit of Giza” when talking about lunch or “did have

a sack of potatoes” → “did have a sacrum tears,” making them
easy to identify when comparing the audio recording and the ASR
transcript, and potentially even from simply reading the transcript
through without audio.

The substitution of function words could be more difficult to
detect in some cases as short grammatical words are generally paid
little conscious attention and glossed over in reading tasks (Van
Petten and Kutas, 1991; Chung and Pennebaker, 2007), and the
meaning of the utterance often remains unchanged. For example,
there is little difference between “go in get my drinks” and “go
and get my drinks” in the context of visiting a pub. Substitutions
involving function words featured around 10 times in SSBE and 16
times inWYE in both audio qualities, and themajority of these were
relatively inconsequential, e.g., “the steak house”→ “a steak house”
and “that’s quite hard to see” → “it’s quite hard to see.” However,
a number of the errors involved the substitution of pronouns (see
Table 6), which could be extremely difficult to notice due to similar
pronunciations, but could be problematic within a forensic context
if left uncorrected.

5. Discussion

5.1. ASR performance

The present study set out to investigate the reliability of ASR
transcripts with simulated police interview recordings by exploring

the impact of regional accent and audio quality on the transcription
performance of three popular commercially-available ASR systems.
Results revealed that the ASR system used and the audio quality of
the recording had a significant effect on word error rate, and though
regional accent was not found to significantly predict WER, clear
differences were observed across the two accents in terms of the
frequency and types of errors made.

5.1.1. ASR system and audio quality
With regards to the commercial ASR systems chosen for this

study, Amazon Transcribe was clearly the best-performing system,
consistently achieving the lowest WER in each condition: 13.9 and
15.4% for SSBE in studio quality and the speech-shaped noise
condition, respectively, and 19.2 and 26.4% for WYE in studio
quality and the speech-shaped noise condition, respectively. Google
Cloud Speech-to-Text achieved the highest WER in almost every
condition, and error rates for this ASR system were significantly
higher than those for both Amazon and Rev, as well as consistently
above 30%. Rev AI had the most variable performance, ranging
from 19.0 to 42.5%. The patterns observed across accents and audio
qualities were relatively consistent within each system, but the
specific reason behind the difference in performance across systems
is not clear, especially given the “black box” nature of proprietary
automatic systems. The addition of speech-shaped noise to the
audio recordings was found to have a significant effect on word
error rate, leading to a higher frequency of errors in almost every
condition. However, it must be noted that Amazon Transcribe, the
best performing system, was the least affected by the addition of
speech-shaped noise, with WERs increasing by only 1.5% in SSBE
and 7.2% in WYE between the two audio qualities.

5.1.2. Regional accent
Word error rate was not found to be significantly impacted

by regional accent in this study, although this was likely due to
variation between speakers and the small sample size. A clear
pattern emerged whereby one speaker of each accent was favored
by the ASR systems, and performance for the best WYE speaker
was roughly level with performance for the worst SSBE speaker.

Variation in system performance within an accent group
has recently been investigated by Harrison and Wormald (in
press), a study in which test data from a sociolinguistically-
homogenous group was transcribed using Amazon Transcribe.
Despite demographic factors such as age, accent and educational
background as well as the content of the recordings being relatively
controlled, a high level of variability was observed across speakers,
with word error rates ranging from 11 to 33%. The variation across
speakers observed in this study is therefore unsurprising, although
the systematic effects of variety may emerge on a larger data set, as
reported by Markl (2022).

Despite the lack of a statistically significant difference in WER
across the accents, a higher number of errors were produced for
the West Yorkshire English speech compared with the Standard
Southern British English speech, and the majority of errors for the
non-standard regional accent involved the substitution of words or
phrases. Substitution errors can be extremely damaging in forensic
contexts, particularly when the quality of the audio is poor. It is
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possible that deletion and insertion errors will be easier to identify
alongside the audio within a transcript, but if the listeners have
been “primed” by an alternative interpretation of a word or phrase
(i.e., a substitution) then the identification of that error will in all
likelihood be more challenging.

There are a number of factors likely contributing to the
disparity in performance between accents. Modern ASR systems
tend to involve two components, an acoustic model and a language
model. Research on performance gaps between accent groups
suggests that many ASR performance issues concerning “accented”
speech stem from an insufficiently-trained acoustic model, which
is caused by a lack of representation of non-standard accents in
training data (Vergyri et al., 2010; Dorn, 2019; Markl, 2022). There
were many errors within the Yorkshire data that can be attributed
to a phonetic realization deviating from SSBE, a large number
of which involved vowels for which phonemic and realizational
differences are observed across the accents. Numerous errors were
likely the result of a combination of vocalic and consonantal
differences between SSBE and WYE; for example, the combination
of h-dropping and a Northern realization of the STRUT vowel in
“haircut” led to substantial substitutions by two of the systems.

Although the main focus of the fine-grained phonetic analysis
was on errors seemingly caused by issues with the acoustic model,
there were some errors that could not be attributed to acoustics
and instead were likely a reflection of the language model. The
language model calculates the conditional probability of words in
a sequence, i.e., how likely is it that word D will follow on from
words A, B, and C. Utterances containing non-standard grammar
are therefore likely to cause problems for ASR systems, a few
examples of which were observed in the Yorkshire data. The lack
of a subject pronoun in the utterance “did have a sack of potatoes

in front” led to the insertion of the pronouns “I” and “you” by Rev
and Google respectively, both positioned after the verb “did.” The
omission of the determiner in the phrase “in the front” led to the
insertion of the verb “is” before this phrase, i.e., “is in front,” by
both Rev and Google. Another example of an error likely resulting
from the language model is the insertion of the indefinite article
into the phrase “from secondary school,” transcribed by Amazon as
“from a secondary school.” Having reviewed the audio, there is no
phonetic explanation for this insertion given that the nasal [m] is
immediately followed by the fricative [s], therefore this insertion is
likely due to the language model calculating that the sequence of
words including “a” is more probable.

5.1.3. Error analysis
AWER of 5% is generally accepted as a good quality transcript

(Microsoft Azure Cognitive Services, 2022) but if the errors within
that transcript lead to significant changes to the content, then
that transcript could be harmful in a court of law. WER alone
cannot indicate whether a system is good enough to use in a
legal setting, such as the transcription of police-suspect interviews.
Fine-grained phonetic analysis of the errors produced is a much
more informative approach that can highlight any major issues
with a system such as high rates of substitution errors. This type
of analysis could also help to identify common issues in ASR
transcripts that could subsequently be built into training for police

transcribers, if a computer-assisted approach to police-suspect
interview transcription was adopted. However, this method of
analysis is extremely labor-intensive in nature and is therefore not
feasible for large data sets. A combination of the two approaches,
in which WER is calculated for a large data set and a subset of the
data is subject to more detailed analysis of the frequency, type and
magnitude of the errors, may be more suitable.

5.2. Post-editing

One of the aims of this paper is to investigate the possibility
of incorporating automatic transcription into the production of
police interview transcripts. The transcripts produced by the three
commercial ASR systems in this experiment would not be suitable
for use without manual correction, which is to be expected given
that this is a commonly acknowledged issue in the field of automatic
speech recognition (Errattahi et al., 2018). The question to be
addressed is therefore whether the automatic transcripts could
act as a first draft which is then reviewed and corrected by a
human transcriber.

Gaur et al. (2016) found that editing an ASR output actually
takes longer than producing a transcript from scratch once the
WER surpasses 30%. Given that the average WER for Google
exceeded 30% in every condition, and in all but one condition the
WER for Rev was more than 29%, neither of these systems would
be adequate for the purpose of producing a first draft of a transcript
to be corrected by a human transcriber. In contrast, WERs
produced by Amazon ranged from 13.9 to 26.4%, falling into the
range of “acceptable but additional training should be considered”
according to Microsoft Azure documentation (Microsoft Azure
Cognitive Services, 2022). Gaur et al. (2016) found that participants
benefitted from the ASR transcript provided the word error rate
was low, i.e., below 30%. It is therefore possible that utilizing the
Amazon transcripts as a first draft to be edited could reduce the
time necessary to produce verbatim transcripts.

Closer inspection of the transcripts produced by Amazon
revealed that many of the errors should, in principle, be easy to
identify or would be relatively inconsequential if left uncorrected.
For example, over 50% of the deletion errors in studio quality audio
involved the omission of filled pauses like “uh” and “um,” which
is unlikely to have a substantial effect on the reader’s perception
of the speech and the speaker. Most deletions in speech-shaped
noise audio involved short function words, and in almost all cases
the meaning of the utterance was unaffected by their omission.
Insertions were very rare within the data but were quite easily
identifiable from context or were paired with a substitution error.
The substitution of content words, particularly for the Yorkshire
English speech, was generally evident from context since the
resulting transcript was often ungrammatical or non-sensical, and
substitution errors involving function words generally made no
difference to the meaning of the utterance. The exception to
this was the substitution of pronouns and content words with
morphologically-related terms (though cases of the latter in this
data were relatively easy to identify); these errors would likely be
much harder to spot due to the phonetic similarity between the
word uttered and the substituted term.
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5.2.1. Potential challenges
A potential challenge with the task of correcting a transcript

is that post-editors could be “primed” (i.e., heavily influenced)
by the content of the ASR output to such an extent that errors
go unnoticed. Research in the field of forensic transcription has
found that seeing an inaccurate version of a transcript can cause
people to “hear” the error in the audio (Fraser et al., 2011; Fraser
and Kinoshita, 2021). However, the quality of audio recordings
in forensic cases is often extremely poor and the speech is
“indistinct,” resulting in a reliance on top-down information such
as expectations about the speech content (Fraser, 2003). In the
case of police-suspect interviews, where the audio quality is often
relatively good in comparison to forensic recordings, transcribers
may be less susceptible to the effects of priming. It is also worth
noting that many of the errors produced by the ASR systems
were easy to identify from contextual knowledge or due to the
non-sensical nature of the substitution. For example, one ASR
transcript contained “giving him an airport” in place of “given
him an (h)aircut” which, despite the similar phonetic content, is
unlikely to influence a post-editor due to the implausibility of the
utterance. Minor deletion errors, such as the omission of filled
pauses, could bemore challenging to identify in a transcript, though
in many cases this would likely be inconsequential with regards to
the readability of the transcript and the reader’s perception of the
speech and speaker.

Another potential issue is that errors in transcripts with a
low WER may be more difficult to identify. As suggested by
Sperber et al. (2016), post-editors may miss errors due to a lack
of attention, and this effect would likely be increased in cases
where the transcript is almost completely accurate and an excessive
amount of confidence is placed in the performance of the automatic
system. It is possible that the user interface employed could help to
address this problem. Sperber et al. (2016) suggest two methods for
focusing transcriber attention and therefore decreasing the chance
of missing transcription errors: highlighting low-confidence words
in red, and typing from-scratch with the ASR hypothesis visible.
Both methods were shown to improve the quality of the transcript
(i.e., decrease WER) and reduce the time taken, and it was also
found that different strategies work best for different levels ofWER.
Retyping (with the ASR output visible) gave the best results for
segments with a high WER, while editing the ASR transcript text
gave the best results for lowWER segments.

5.3. Future work

This study used a small sample of commercially-available
automatic speech recognition systems and has shown that not all
ASR systems are suitable for the task of producing a “first draft”
transcript, as evidenced by the frequency of errors produced by Rev
AI and Google Speech-to-Text. However, promising performance
was demonstrated by one of the systems tested and further analysis
of the errors suggests that post-editing an ASR transcript, provided
it is of adequate quality, is a worthwhile topic to explore in the
context of police-suspect interviews. This approach could facilitate
the production of verbatim transcripts of interviews without a

substantially higher time requirement than the current practice of
summarizing the majority of the recording.

Future work on this topic should focus on two areas: ASR
performance in a range of audio, speaker and speech conditions,
and post-editing. In the present study, the addition of speech-
shaped noise to the recordings may not have created an audio
quality representative of real police-suspect interview data. It would
therefore be interesting to use real recordings to investigate the
capabilities of this technology. Other factors that may impact
the system’s performance and would be present in police-suspect
interviews include different levels and types of background noise,
multiple speakers, other regional accents, and longer stretches
of speech.

More research is also required on the topic of post-editing.
Papadopoulou et al. (2021) claims to be one of the first studies
to employ qualitative analysis on automatic transcription errors
and to evaluate the post-editing effort required in correcting
ASR transcripts. Incorporating ASR outputs into the transcription
process has been investigated by others, though these studies tend
to focus on optimizing efficiency (Sperber et al., 2016, 2017) or
simply report on the use of a computer-assisted transcription
approach, e.g., for meetings of the National Congress of Japan
(Akita et al., 2009) or for speeches in the Icelandic parliament (Fong
et al., 2018). Transcripts have been found to be highly influential
on the perception of speech content when the audio quality of the
recording is extremely poor, but more research is required on the
priming effects of ASR transcripts in the context of post-editing
police-suspect interviews, i.e., on comparatively better quality
audio. Furthermore, it is crucial to investigate the practicalities
of correcting an ASR transcript of a police-suspect interview. For
example, how many errors are missed by post-editors, and what
are the consequences of leaving those errors in the transcript? How
long does it take to correct an ASR transcript of a full police-suspect
interview, and how does this compare to the current time taken
to create ROTIs? Future research should explore these questions
as the incorporation of automatic speech recognition into the
transcription process could be extremely beneficial.
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