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Multimodal impressions of voice
quality settings: the role of vocal
and visual symbolism

Sandra Madureira* and Mario A. S. Fontes

Philosophy and Language Sciences Department, Pontifical Catholic University of São Paulo, São Paulo,

Brazil

This study considers instances of voice quality settings under a sound-symbolic

and synesthetic perspective, focusing on the auditory impressions these settings

might have on listeners’ attributions of meaning e�ects and associations between

vocal and visual features related to emotional expression. Three perceptual

experiments are carried out. The first experiment examined the impressionistic

e�ects of eight voice quality settings characterized by di�erences in pitch.

The second experiment examined the impressionistic e�ects of seven voice

quality settings characterized by productions with the presence or absence of

turbulent airflow, irregularity, and tenseness. The third experiment investigated

associations between facial expressions of basic emotions and voice quality

characteristics. Data are considered in terms of acoustic (fundamental frequency

values), articulatory (reduced or expanded length of the vocal tract), perceptual

impressions of size (big/small), strength (strong/weak), brightness (dark, clear),

and distinctiveness (mu	ed/distinct), and visual features (facial expressions of

the basic emotions sadness, happiness, anger, disgust, fear, and neutrality). The

results provide corroborating evidence of existing links between sound and

meaning and are discussed in relation to the frequency, production, sirenic

biological codes, phonetic metaphors, and the vocal and facial gestures involved

in emotional expression.

KEYWORDS

speech expressivity, vocal and visual prosodies, multimodal analysis, voice quality,
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1. Introduction

Speech is a powerful means of communication due to its expressive phonetic quality.
Issues related to the expressive nature of phonetic quality are addressed by Laver (1976),
who argues that phonetic quality can be considered from a semiotic point of view as part
of a more comprehensive human communicative system. Phonetic quality, considered in
this way, transcends the strict linguistic functions of information meaning and includes
the paralinguistic and indexical information that Laver refers to as the whole physical,
psychological, and social profile of the speakers, as revealed by the quasi-permanent auditory
coloring of their voice quality.

Laver emphasizes that the concurrent features of voice quality, those that are under
the speaker’s volitional control, together with those due to physiologically intrinsic,
non-controlled voice characteristics can be abstracted from the speech flow.

The semiotic perspective on phonetics that Laver advances not only sheds light on
speaker identity construction in human communication but also raises issues related to
the paralinguistic sound symbolic uses of the long-term phonetic characteristics of voice
quality settings.
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Sound symbolism reflects direct links between sound and
meaning. It is referred to as a pre-semantic phenomenon that
evolved from distant preverbal stages in language evolution
(Fónagy, 2001; Westbury, 2005; Sučević et al., 2013). It also
reflects sound synesthetic interactions between the human senses.
Research works on crossmodal associations between acoustic and
color features (Johansson et al., 2020), faces and voices (Nagrani
et al., 2018), taste and touch (Christensen, 1980), taste and smell
(Stevenson and Boakes, 2004), emotion and color, colors and taste,
and colors and smell (Gilbert et al., 2016) have demonstrated
crossmodal interactions.

Interactions between vocal and visual features in speech
perception are demonstrated by the McGurk effect (McGurk and
MacDonald, 1976; Green and Norrix, 1997; Abelin, 2007, 2008;
Jiang and Bernstein, 2011). Furthermore, gesture congruence is
found in speech segments, setting productions, and communicative
gestures. For instance, the/i/vowel sound, the lip spreading voice
quality setting, and the smiling gesture indicative of positive
emotional valence share the same facial movement.

In considering sound symbolism, reference to the dialogue
“Cratylus” by Plato is inevitable (Vieira, 2014) for discussions of
the natural and arbitrary links between sound and meaning. The
two protagonists in the dialogue Cratylus defend different points of
view on the nature of the expression and content of verbal signs.
The protagonist Cratylus argues that the links between form and
meaning are natural (the physei theoretical view of language). The
other protagonist Hermogenes, however, advocates that these links
are arbitrary (the thesei theoretical view of language).

Over the centuries the debate continued, and in the 20th

century, it reappeared in a new guise through Jakobson (1977).
Jakobson considers the linguistic sign as motivated in opposition
to the arbitrary linguistic sign defended by Saussure [1916]
(2012). The physei-thesei controversy raised such an interest that
it became the subject of a great number of reviews and theoretical
propositions in the literature. The discussion evolved in the
direction of discussing the specific role of the two types of sound-
meaning associations co-existing in language expression (Ahlner
and Zlatev, 2010; Monaghan et al., 2014; Dingemanse et al., 2015)
and, more recently, to hybridization between arbitrariness and
motivation (Nobile, 2019).

Seemingly, the physei-thesei is an endless topic of discussion
because it can be discussed from a myriad of dynamic factors such
as pre-verbal and verbal communication, ritualization, gesturality,
systematicity, multimodality, digital orality, expressivity, cognitive
functioning, neurophysiological correlations, magical power, and
esthetic values.

Fónagy (2001) raises some relevant issues concerning the
arbitrary and motivated views of language expressions. He defends
that signs are conventional, whether they are motivated (iconic) or
not. Furthermore, he states that conventional is not to be confused
with arbitrary and that different degrees of motivation (iconicity)
must be considered. Arbitrariness and motivation (iconicity) seem
to be placed on extremes of a gradient scale.

According to Fónagy’s view, iconicity is defined as a natural tie
between verbal representation and the reality represented, sound
symbolism as the iconicity of sound shape, and synesthesia as the
transfer mode of perception to others. These are the definitions we
adopt in this study.

Sound-symbolic uses of speech segments and voice dynamic
features have been explored theoretically in numerous works in
linguistic literature. The following research works are highlighted
here for their pioneering contributions (Köhler, 1929; Sapir,
1929; Léon, 1933), their proposals on the relevance of the
communicative basis of sound (Jakobson and Waugh, 1979;
Fónagy, 1983, 2001; Tsur, 1992; Poyatos, 1993; Hinton et al.,
1994), or the contemporaneity of their interpretation of the
sound-meaning interactions (Nobile, 2019; Körner and Rummer,
2022).

Experimental research (Köhler, 1929; Newman, 1933;
Peterfalvi, 1965; Woodworth, 1991; Abelin, 1999; Blasi et al., 2016;
Anikin et al., 2021; just to mention a few) on sound symbolism
has yielded surprising results on how sound and sense are
interrelated. However, the sound-symbolic impressions caused by
the coloring of voice quality settings have not been considered in
such experiments.

The relevance of the role of voice quality in signaling
affect has been demonstrated in an experiment with synthesized
stimuli (Yanushevskaya et al., 2013) that compared voice quality
and fundamental frequency effects in expressing affective stages
and concluded that F0 alone had a weaker effect than voice
quality alone.

In fact, as voice quality is a long-term articulatory or phonatory
configuration that “colors” all speech segments (Laver, 1980). The
“coloring” effect is more perceptually evident on the key speech
segments (Mackenzie Beck, 2005) that is, the segments which
are more susceptible to the influence of determined voice quality
settings. In this way, for instance, oral speech sounds are more
susceptible to nasal vocal quality settings than nasal speech sounds,
front unrounded vowels to lip rounding voice quality settings
and back rounded vowels to lip spreading voice quality settings
(Mackenzie Beck, 2005, 2007).

Voice quality settings are defined in this study according to
the phonetic model of voice quality description (Laver, 1980), and
their description follows the Voice Profile Analysis System (VPA)
developed by Laver and Mackenzie-Beck (2007). Facial movements
are described with the Facial Action System (FACS) developed by
Ekman et al. (2002).

Similarities between the two systems, VPA and FACS, are
described by Madureira and Fontes (2019). Both systems were
created in the late 1970s and revised in the early 2000s. They are
both perceptually oriented, theoretically based, and componential,
and their components can be combined into profiles. The analytical
unit in FACS is the Action Unity (AU) and that in VPA is the
setting. Both systems posit a neutral element as a reference—the
neutral face in FACS and the neutral voice quality setting in VPA.
The intensity of the facial movement is analyzed in terms of five
varying intensity levels (from A to E in FACS), and the settings of
voice quality in terms of six discrete degrees (from the weakest 1 to
the strongest six in VPA).

Interactions between sound and meaning and among vocal,
visual, and meaning features are examined under a theoretical
view of language iconicity. Some founding tenets of sound
symbolism and synesthesia perception, the role of vocal and
visual features in meaning expression, and three perceptual
experiments on voice quality expressiveness are considered in
this study.
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2. The paralinguistic voice and face of
speech

Facial and vocal gestures are highly communicative (Xu et al.,
2013), and they are fully integrated with vocal gestures in the
expression of emotions of attitudes and modality. The 7th cranial
nerve, which innervates the facial muscles, is also connected to
the brain motor areas responsible for speech production (Walker,
1990).

On the speech acoustic signal produced by vocal gestures, the
richness and variability of the physical properties of the acoustic
features afford listeners means for attributing paralinguistic
meanings. Acoustic cues impress listeners with their inherent
physical features and are interpreted as indices of psychological,
sociological, and biological factors and/or as representations of
mental objects.

For the investigation of acoustic parameters in analyzing
paralinguistic meanings, the ExpressionEvaluator script (Barbosa,
2009) and the Prosody Descriptor Extractor for PRAAT (Barbosa,
2021) allow the measurement of numerous acoustic parameters
shedding light on how listeners perceive such meaning effects.

A key point regarding the attribution of paralinguistic
meanings by listeners is that acoustic factors map articulatory
factors, and both are considered indispensable (Kawahara, 2021) in
explaining sound-meaning correspondences and their patterning
in languages.

On the actions concerning facial gesturality, the muscular
movements of the superior and inferior parts of the face and
their combinations play an important role in listener attribution of
paralinguistic meanings (Swerts and Krahmer, 2006; Scherer et al.,
2021). Some of the movements of the upper face are involuntary
and last from 40 to 200ms. They are called microexpressions
(Ekman and Friesen, 1976).

The prevalence of vocal or facial expression in emotion
perception has been debated and research findings indicate that
such perception depends on the kind of stimuli used, the kind of
emotion analyzed, the level of emotional intensity considered, and
the interference of cultural aspects focused in the experiments.

On issues related to emotion research, a comprehensive
theoretical and empirical review is found in Scherer et al. (2011)
and a proposal for future research agenda on emotion studies
in Scherer (2022). For accomplishing the proposed goal in the
emotion research agenda, Scherer argues that central concepts,
components, mechanisms, and operationalization procedures of
the emotional phenomena must be identified and clarified.

In Scherer et al. (2011), emotional expression and impression
are viewed as determined by psychobiological and sociocultural
factors. Emotional expression is considered from a multimodal
perspective which comprises vocal, facial, and gestural patterns of
expression. Emotional expression is considered from a multimodal
perspective, which comprises vocal, facial, and gestural patterns
of expression. The authors propose that emotions are encoded as
signals in the face, the voice, and the body and decoded by the
perceivers who rely on the multimodal expressed cues.

Scherer (2022) analyzes the tenets of the basic, appraisal, and
constructivist theories and focus on their complementary and
shared features. Based on these commonalities, the author suggests

steps to be taken toward the proposal of a convergent theoretical
framework of emotional expression. The author considers the
emotional process, regardless of their theoretical orientation, to
arise in response to a perceived event, which is evaluated and
creates a physiological reaction. Physiological reactions are then
expressed in vocal, facial, and bodily actions and can be categorized
and labeled.

Abelin (2007, 2008) investigated the perception of emotional
expressions in unimodal and bimodal conditions using audio
only, visual only, audiovisual, and conflicting audio and visual
stimuli (McGurgh stimuli). Results indicated that emotional
expressions were better perceived in bimodal conditions. In
unimodal conditions, the auditive expression performed better,
and under the McGurk condition, it was the visual expression.
Depending also on the kind of emotion expressed, the vocal or the
visual channel was found to perform better. The latter is consistent
with Fontes (2014) findings.

In an empirical study using neuroimaging and an affective
priming task to study facial and vocal expressions of anger,
happiness, and neutrality, Zhang et al. (2018) found that facial
expressions played a more important role than vocal prosody in
eliciting emotion perception. These findings can be interpreted as
related to the kinds of emotions analyzed, as highlighted by Abelin
(2007, 2008).

Based on some research implications of the above-reported
studies, multimodality and mappings among acoustic, articulatory,
and perceptual data are key factors to be considered in experiments
on speech expression paralinguistic meanings.

3. Experiments

We designed and performed three experiments to examine
the impressionistic effects of voice quality settings. These
experiments focused on the associations among vocal, facial,
and meaning expressions. These associations are interpreted in
relation to the frequency, effort, and sirenic biological codes and
phonetic metaphors.

The speech samples used in the three experiments reported
in this study were extracted from the audio files accompanying
the book “The Phonetic Model of Voice Quality” by Laver (1980),
and all the voice quality settings were produced by John Laver
himself. The utterance is “Learning to speak well is an important
and fruitful task.” The description of the voice quality settings
follows Mackenzie Beck (2007).

The choice of the speech samples was motivated by the fact
that the speaker is the same, so physiological features are controlled
by the speaker’s phonetic expertise and ability to produce several
voice quality settings. All the settings were produced with a
moderate degree.

The choice of the settings in each experiment was guided
by the perceptual effects related to the Frequency Code (Ohala,
1984), the Effort Code (Gussenhoven, 2002, 2004), the Sirenic Code
(Gussenhoven, 2016), and the phonetic metaphor (Fónagy, 1983,
2001).

The Frequency Code was proposed on ethological grounds,
following Morton (1977) observations on vocal communication
signals of birds and mammals. It relates animal size to F0 acoustic
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characteristics. From a sound-symbolic perspective, a small vocal
tract and thin vocal folds produce a high F0 and a small size
signal, non-threatening attitudes, fragility, submissiveness, and
related meanings, whereas a low F0 conveys large size, threatening
attitudes, power, assertiveness, and related meanings.

The Effort Code pertains to the articulatory effort and precision
displayed in the pitch range and articulatory movements. The
greater the articulatory effort, the greater the tendency toward
articulatory precision and wider pitch ranges. The paralinguistic
meanings conveyed by speech productions characterized by higher
effort are emphasis, greater significance, insistence, and surprise
(Chen et al., 2002). The opposite might be expected from the
reduced effort.

The Sirenic Code (Gussenhoven, 2016) refers to the use of
breathy, whispery phonation to signal femininity, attractiveness,
charm, and related paralinguistic meanings. In female participants,
this kind of phonation, which is produced with airflow escaping
through the glottis, produces lower harmonics-to-noise ratios. In
an analysis of dubbing voices, Crochiquia et al. (2020) found
that one of the male characters whose voice was characterized
by a whispery voice quality setting was judged pleasant and his
personality was considered charming.

Phonetic metaphors (Fónagy, 1983, 2001) are defined as verbal
mirror images of the mental movement inherent in the phonetic
gesture. Phonetic gestures are metaphorical because articulatory
actions can be interpreted as expressions of meaning.

The perception test in each experiment was administered to
a different group of subjects, that is, each subject judged the
stimuli of just one of the perceptual tests. In all three tests,
the number of female judges was greater than the number of
male subjects. As such, the results may be more representative of
women’s perceptions.

3.1. Experiment 1

3.1.1. Aim
This experiment aims to examine the impressionistic

effect of eight voice quality settings. Paralinguistically, meaning
associations related to the Frequency Code and phonetic metaphors
are expected.

3.1.2. Participants
The test was performed by 44 participants, 8 men and 36

women, aged from 18 to 75 years, with a mean age of 38 years. They
were undergraduates and graduates from several fields (Linguistic,
Languages, Speech Therapy, Psychology, and Communication).
None of them had hearing problems.

3.1.3. Stimuli
The stimuli were eight speech samples characterized by the

following voice quality settings as referred to VPA (Laver and
Mackenzie-Beck, 2007): Raised Larynx, Lowered Larynx, Lip
Rounding, Backed Tongue Body, Lip Spreading, Nasal, Denasal,
and Falsetto.

Perceptually, Backed Tongue Body, Lip Rounding, Denasal,
Nasal, and Lowered Larynx are characterized by lower pitch mean
and range than Falsetto, Raised Larynx, and Lip Spreading.

The perceptual effects of these voice quality settings are related
to the acoustic resonance characteristics determined by the size and
shape of the resonating cavity: diminished in the cases of Raised
Larynx and Lip Spreading, enlarged in the cases of Lowered Larynx
and Backed Tongue Body, and involving coupled resonating
cavities for Denasal and Nasal (Vanger et al., 1998). In the case of
Falsetto, which is produced with stretched vocal folds, the resultant
phonation is high-pitched.

In the selected stimuli, the F0 maximum value and difference
between F0maximum and F0minimum values were for the Backed
Tongue Body (103Hz; 36Hz), for Lip Rounding (115Hz; 47Hz),
for Denasal (152Hz; 70Hz), for Nasal (166Hz; 84Hz), for Lowered
Larynx (138Hz; 58Hz), for Falsetto (328Hz; 124Hz), for Raised
Larynx (230Hz; 143Hz), and for Lip Spreading (180Hz, 114 Hz).

3.1.4. Perceptual test design and application
procedures

The perceptual test was designed with the SurveyMonkey
online survey software and a link to be sent to participants was
generated. The speech samples were followed by a sliding bar,
containing four pairs of polar semantic descriptors (opposing
darkness/clarity, muffledness/distinctiveness, smallness/bigness,
and strength/weakness) displayed on a semantic differential scale.

The participants were asked to listen to the stimuli and register
their auditory impression by placing the mouse pointer on some
part of the continuous scale coded between 0 and 100. Scores lower
than 50 show a tendency toward the polar descriptor on the left and
scores higher than 50 to the polar descriptor on the right. A score
of 50 corresponds to the middle (neutral) point.

The participants’ answers were collected and transferred to an
Excel sheet. Mean values of the perceptual scores for the voice
quality settings were calculated. To evaluate inter-rater reliability,
Cronbach’s Alpha test was applied. The Pareto Chart histogram was
used to identify the probability distribution function of the data.

3.1.5. Results
An acceptable value of Cronbach’s Alpha was obtained (0.78).

In Table 1, vocal quality settings and paralinguistic features
are related; higher scores indicate the choice of the rightmost
descriptor in the pair and lower scores indicate those placed on
the left. In the description of the vocal quality main characteristics,
descriptors whose scores fell within the range between 49 and 51
were considered neutral. Thus, the lower, or the higher the score
is, the more representative it is of the characteristic with which it
is related.

The probability distribution function of the data was
determined with a Pareto Chart histogram to check the tendency of
the distribution of 80% of the answers toward the descriptor on the
left or to the one on the right of the continuous scale. In this way, it
was possible to identify the voice quality settings whose judgment
scores in relation to the semantic descriptors were 80% placed in
the range between 0 and 40 (left side of the scale) and in the range
between 60 and 100 (right side of the scale). They were as follows:
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TABLE 1 Perceptual scores of associations between voice quality settings and paralinguistic meanings.

Settings Dark/Clear Mu	ed/Distinct Big/Small Strong/Weak Main
characteristics

Raised larynx 64.36 52.45 56.52 62.80 Clear/weak/small/distinct

Lowered larynx 44.59 58.39 41.50 36.57 Strong/big/dark/distinct

Lip rounding 36.57 57.18 62.70 47.75 Dark/
big/muffled/strong

Lip spreading 72.20 70.30 52.17 50.43 Clear/distinct/small

Falsetto 69.77 53.11 73.55 81.91 Weak/small/clear/distinct

Nasal voice 56.11 64.30 48.70 43.20 muffled/dark/ strong

Backed tongue body 30.52 37.00 38.84 37.00 Dark/strong/muflled/big

Denasal 49.09 37.95 51.55 49.41 Muffled

for the descriptor “dark”, Backed Tongue Body, Lowered Larynx,
and Nasal; for “clear”, Falsetto, Lip Spreading and Raised Larynx;
for “muffled”, Backed Tongue Body and Denasal; for “distinct”,
Falsetto; for “big”, Backed Tongue Body and Lowered Larynx; for
“small”, Falsetto; for “strong”, Backed Tongue Body and Lowered
Larynx; and for “weak”, Falsetto and Raised Larynx.

3.1.6. Discussion
The results of the perceptual judgments on the voice quality

settings presented in Experiment I show two opposing groups in
terms of strength (weak/strong), size (small/big), and brightness
(clear/dark). Images extracted from Vanger et al. (1998) and
analyzed with FaceReader8. One of the groups is composed of
Falsetto, Raised Larynx, and Lip Spreading voice quality settings,
which were judged as clear and small. Falsetto and Raised Larynx
are also considered weak. The other group is composed of Lowered
Larynx and Backed Tongue Body voice quality settings, which were
judged as strong, big, and dark.

Raised Larynx and Lip Spreading voice quality settings are
produced with a shortened vocal tract, and shorter vocal tracts
tend to increase f0 and formant frequencies. Falsetto voice quality
settings are characterized by even higher F0 values than Raised
Larynx and Lip spreading vocal quality settings because they are
produced with stretched vocal folds, which makes the vocal folds
thinner, and when they vibrate, they barely touch each other
(Mackenzie Beck, 2007).

Lip Rounding and Backed Tongue Body vocal quality settings,
on the other hand, are produced with an increased size of the vocal
tract, the former by adding an extra cavity formed by the protrusion
and rounding of the lips, and the latter by enlarging the oral cavity.
Both have the acoustic consequence of lowering frequencies (Fant,
1960; Stevens, 1998).

Together with the Denasal voice quality setting, the Backed
Tongue Body vocal quality setting was also judged as “muffled”.
The Backed Tongue Body tends to centralize front vowels andmake
velarization, uvularization, and pharyngealization features more
marked. Tongue backing has a great effect on front vowels, which
are realized as central vowels (Mackenzie Beck, 2007). A front vowel
such as/i/when realized as a close central unrounded vowel sounds
less distinct. Laver (1980) refers to this centralizing effect as the
centering setting found in voices is perceived as muffled.

According to Kawahara (2021), the fact that Nasal voice quality
was perceptually associated with strong and dark. Kawara reports
that the reason why nasals may be associated with large images and
paralinguistic meaning expressions of roundness, heaviness, and
softness may be linked to the length of nasal cavities. Acoustically,
nasal sounds are characterized by low-frequency energy and a
damped auditory quality caused by resonances produced by the
long resonating cavity ending in small apertures.

The perceptual judgment results in this experiment corroborate
sound-symbolic relations based on the Frequency Code (Ohala,
1984, 1994) and on the phonetic metaphors (Fónagy, 1983). Ohala
(1994) argues that high F0 signals smallness, a non-threatening
attitude, and other related semantic meanings, whereas a low F0
conveys opposite meanings.

In our experiment, judgments of the Falsetto voice quality
setting clearly demonstrate that the higher the F0, the weaker,
the smaller, and the clearer the voice quality setting. This result
corroborates the Frequency Code predictions on the meanings
associated with high frequency. Metaphorically, on the one hand,
links can be established between the diminished length of the
vocal tract in Raised Larynx vocal quality setting productions
and smallness and weakness, and on the other hand, between the
expanded length of the vocal tract in Lowered Larynx vocal quality
productions or yet of the expanded oral cavity in Backed Tongue
Body vocal quality productions and bigness and strength.

3.2. Experiment 2

3.2.1. Aim
This experiment aimed to examine the impressionistic effect of

seven voice quality settings. The perceptual effects of these voice
quality effects are related to the presence or absence of turbulent
airflow and irregularity and the presence or absence of tenseness.
Paralinguistically, meaning associations related to the Effort and
Sirenic Codes are expected.

3.2.3. Participants
The test was performed by 50 participants, 17 men and 33

women, aged from 21 to 70 years, and with a mean age of
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TABLE 2 Perceptual scores related to associations between voice quality

settings and paralinguistic features.

Settings Softness Regularity Pleasantness

Modal 76 80 73

Breathy 75 70 66

Tense 72 76 66

Lax 75 70 69

38 years. They were undergraduates and graduates from several
fields (Linguistic, Languages, Speech Therapy, Psychology, and
Communication). None of them had hearing problems.

3.2.4. Stimuli
The seven voice quality settings selected comprise phonatory

settings (Modal Voice, Whispery Voice, Creaky Voice, Breathy
Voice, and Harsh Voice) and Vocal Tract settings (Tense Voice and
Lax voice) as referred to by VPA (Laver andMackenzie-Beck, 2007).

3.2.5. Perceptual test design and application
procedures

The perceptual test was designed in the SurveyMonkey online
survey software and a link to be sent to participants was
generated. The speech samples were followed by a sliding bar,
containing three pairs of semantic descriptors (softness/roughness;
regularity/irregularity; and pleasantness/unpleasantness) displayed
in a differential scale.

The participants were asked to listen to the stimuli and
register their auditory impression by placing the mouse pointer
at the perceived value in the continuous scale. Their answers
were collected and transferred to an Excel sheet. The mean
values of the perceptual scores for the voice quality settings were
calculated. To evaluate inter-rater reliability, Cronbach’s Alpha test
was performed.

3.2.6. Results
The value of Cronbach’s Alpha was acceptable (0.72). Modal,

Breathy, and Lax voice quality settings, which are not produced
with larynx muscle tension or pharyngeal constriction, were
considered soft, regular, and pleasant. Although the tense voice
quality setting is produced with constricted glottis, the F0 is not
irregular (Keating et al., 2015). This might explain the affiliation
of this voice quality setting with this group. The mean perceptual
scores are given in Table 2.

Whispery, Creaky, and Harsh voice quality settings were
considered harsh, irregular, and unpleasant, respectively. The mean
perceptual scores obtained are given in Table 3.

3.2.7. Discussion
Modal and Harsh voice qualities were placed on opposite

extremes of the continuum between positive (pleasant) and
negative (unpleasant). Our interpretation is that this discrepancy

TABLE 3 Perceptual scores related to associations between voice quality

settings and paralinguistic features.

Settings Harshness Irregularity Unpleasantness

Whispery 80 59 75

Creaky 67 60 66

Harsh 91 71 83

reflects the periodicity resulting from glottal efficiency in theModal
voice quality setting production and the aperiodicity of the Harsh
voice quality setting (Mackenzie Beck, 2007), due to irregular vocal
fold vibration.

Whispery voice combines fricative glottal airflow with vocal
fold vibration, Creaky voice combines low-frequency pulsed
phonation with vocal fold vibration, and Harsh voice quality
setting combines noise with irregular vocal fold vibration. Although
Breathy and Whispery voice quality settings share high levels of
fricative airflow through the glottis, Breathy voice is produced with
a lower amplitude of vocal fold vibration and less fricative energy
(Hewlett and Beck, 2013) than Whispery voice quality and with
lax phonation as opposed to tense phonation in Whispery voice
quality (Schaeffler et al., 2019). Breathy voice quality is considered
a signal of intimacy, whereas Whispery voice quality is interpreted
as a signal of confidentiality (Laver, 1980).

The results can be interpreted in reference to remarks
on the opposing flowing characteristics of periodicity and
disturbing characteristics of aperiodicity (Tsur, 1992; Fónagy,
2001). Opposite sound-meaning relationships can be derived from
chaotic associations among the noise, irregular patterns of vibration
of the vocal folds, tense phonation, laryngeal and pharyngeal
constrictions, and smooth associations between sonority, a regular
pattern of vibration of the vocal folds, and lax phonation.

The impressionistic meaning effects of fricative glottal airflow
can be interpreted in terms of the Sirenic Code and the presence
or absence of articulatory effort and the amount of energy
expenditure can be interpreted in terms of the Effort Code.
Under low-intensity levels, as in breathy voice quality, the airflow
is smooth and pleasant, but as fricative energy, tenseness, and
articulatory effort increase as in Harsh or Whispery voice qualities,
it becomes unpleasant.

3.3. Experiment 3

3.3.1. Aim
This experiment aimed to investigate potential associations

between facial and vocal expressions of basic emotions. Our
interest is in the synesthetic interactions among Action Unities,
vocal quality settings, and emotional meaning expression. Action
Unities describe the movements of the facial muscles, and vocal
quality settings describe the movements of the articulators and
the vocal folds. The impressionistic effects of both facial and
vocal expressions on emotion detection can vary depending on
production features such as the upward or downward direction
of the movement and the presence or absence of tenseness
and constriction.
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3.3.2. Participants
The test was performed by 50 participants, 13 men and 37

women, aged between 18 and 73 years, with an average age of
35 years. They were undergraduates and graduates from several
fields (Linguistics, Languages, Speech Therapy, Psychology, and
Communication). None of them had hearing problems.

3.3.3. Stimuli
There were two kinds of stimuli: visual and vocal. The

visual stimuli were pictures of a man portraying the six basic
emotions that were selected for analysis: Happiness, Sadness,
Anger, Disgust, Fear, and Neutrality. Such pictures were drawn by
Vanger et al. (1998). Apart from the neutral expression, which was
not investigated in Ekman (2016), his findings show that there was
high agreement judgment on the other five emotions considered in
this experiment: Anger (91%), Fear (90%), Disgust (86%), Sadness
(80%), and Happiness (76%). Neutrality was included as a facial
stimulus to investigate the potential relationship of this kind of
facial expression with the neutral setting of voice quality.

The vocal stimuli comprised six voice quality settings in
VPA (Laver and Mackenzie-Beck, 2007), four of them phonatory
configurational settings (Modal Voice, Whisper, Creak, and Harsh
Voice) and two of them vocal tract configurational settings
(Lowered Larynx and Lip Spreading).

The choice of voice quality settings to be tested was motivated
by the potential matchings between visual and vocal characteristics,
such as that between neutral face, which is not characterized by
muscle contractions and neutral voice quality, described as the
voice quality setting produced with regular and efficient glottal
fold vibration; between coincidental lip corner movements in
the face expression of Happiness and Lip Spreading, which is a
voice quality setting produced with stretched lips; between the
downward lip corner movements in the facial expression of Sadness
and low pitch perception of the Lowered Larynx Voice quality,
produced with downward movement of the larynx; between the
contracted muscles in the expression of Anger and the perceptual
roughness and the irregularity of voice fold vibration characterizing
Harsh; between the repulsive feeling expressed by the Disgust facial
expression and the unpleasant feeling caused by irregular discrete
audible pulses characterizing Creak; and between the conflicting
fight-or-flight response to Fear (Cannon, 2016) and the conflicting
presence of audible fricative airflow of air stemming from the glottis
and the absence of voice characterizing Whisper.

A point must be made in relation to Whisper and Creak.
According to Kreiman and Sidtis (2011), Modal voice andWhisper
are placed on opposite extremes of the voicing continuum. In
Whisper, the vocal folds vibrate only slightly or not at all, and
noise is generated through a partially closed glottis. In VPA (Laver
and Mackenzie-Beck, 2007), the voice quality setting “Whisper”
is distinct from Whispery Voice and Creak from Creaky Voice.
The distinctions are based on the predominance of either voicing
or noise features characterizing speech production. Wideband
spectrograms of speech samples produced with these four kinds
of voice quality settings are presented in Figures 1, 2. They were
generated in PRAAT (Boersma and Weenik, 2022), version 6.2.18.

In Figure 1, the waveforms and the wideband spectrograms
of the first clause of the sentence “Learning to speak well is an

important and fruitful task” produced in Whisper and Whispery
voice qualities are displayed. The absence of the voicing bar in the
Whisper production contrasts with the presence of the voicing bar
in the Whispery production.

In Figure 2, the waveforms and the wideband spectrograms
of the first clause of the sentence “Learning to speak well is
an important and fruitful task” produced in Creak and Creaky
voice qualities are displayed. The prevalence of creak over voicing
characterizes the Creak voice quality setting.

The pictures depicting the six basic emotions were also analyzed
automatically by the software FaceReader, version 8.1, fromNoldus.
(2022) Technology to determine the AUs involved in the picture
facial expressions, their intensities, and their association with
affective states. The coding of the AUs is performed in relation to
the neutral face of the person under analysis.

3.3.4. Perceptual test design and application
procedures

The perceptual test was designed in the SurveyMonkey online
survey software and a link to be sent to participants was
generated. Photos and speech samples were followed by multiple-
choice questions.

The participants were asked to look at face portrait images and
choose one out of six alternatives that best described the emotion
expressed by the face. Each image was followed by six speech
samples of the same sentence produced with six voice quality
settings (Neutral, Modal, Creak, Whisper, Harsh, and Breathy).
Participants were then asked to choose the speech sample which
best matched the facial emotion expression.

The participants’ answers were collected and transferred to an
Excel sheet. The mean values of the perceptual scores for the face
emotion descriptors and voice quality settings were calculated. To
evaluate inter-rater reliability, Cronbach’s alpha test was applied.

The Principal Component Analysis (PCA) method (Husson
et al., 2009) was used to analyze the set of variables. The PCA is a
multivariate and multidimensional statistical method. It is applied
in three steps: identifying a common structure among the group
variables; describing the specificity of each group of variables using
correlation analysis; and comparing the resulting values using the
individual analyses of the variables.

3.3.5. Results
The facial automatic analysis provided for each facial

expression comprised the following features: the AUs, their
intensity level, the emotion detected, and their percentage of
detection. Intensity levels vary from the weakest (A) to the strongest
(E). “A” stands for Trace, “B” for Slight, “C” for Pronounced, “D” for
Severe, and “E” for Maximum. Figure 3 presents the AUs identified
with the FaceReader and Table 4 specifies all the data obtained using
the automatic analysis.

The indices of facial recognition of the emotions depicted in
the pictures, except for Fear, were high. The lower percentage for
the recognition of Fear may be related to the low intensity (A) of
the AU detected.

Table 5 presents the results of the Perceptual test applied to the
judges. The features in the table describe the stimuli, the kinds
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TABLE 4 Stimuli, action unities (AUs) and their intensities, emotions, and percentages of identification.

Stimuli AUs AU description AU intensity Emotion
detected

% Emotion
identification

Picture of a sad facial
expression

1 Inner brow raiser C Sadness 92%

4 Brow lowerer B

15 Lip corner depressor E

Picture of a happy facial
expression

12 Lip corner puller D Happiness 98%

25 Lips part D

Picture of an angry facial
expression

4 Brow lowerer C Anger 87%

5 Upper lid raiser B

7 Lid tightener A

23 Lip tightener D

24 Lip presser E

Picture of a disgusted facial
expression

4 Brow lowerer B Disgust 99%

6 Cheek raiser C

7 Lid tightener B

9 Nose wrinkler C

10 Lip corner depressor D

17 Chin raiser D

Picture of a scared facial
expression

5 Upper lid raiser A Neutrality 65

Fear 33

Picture of a neutral facial
expression

Neutrality 99

TABLE 5 Stimuli, emotions, and their percentage of identification, associated voice quality settings, and their percentage of identification.

Stimuli Emotion % Emotion
identification

Voice quality
setting

% voice quality
identification

Picture of a sad facial expression and voice quality settings Sadness 62% Lowered larynx 58%

Creak 30%

Picture of a happy facial expression and voice quality settings Happiness 98% Lip spreading 54%

Modal voice 34%

Picture of an angry facial expression and voice quality
settings

Anger 64% Harsh voice 48%

Creak 18%

Lowered larynx 16%

Picture of a disgusted facial expression and voice quality
setting

Disgust 92% Creak 34%

Harsh voice 30%

Picture of a scared facial expression and voice quality settings Fear 90% Whisper 78%

Picture of a neutral facial expression and voice quality
settings

Neutrality 84% Lip spreading 44%

Modal voice 22%
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FIGURE 1

From top to bottom: the waveforms, the wideband spectrograms, and two annotation tiers with information on voice quality settings and textual

transcription.

FIGURE 2

From top to bottom: the waveforms, wideband spectrograms, and two annotation tiers with information on voice quality settings and textual

transcription.

and intensity levels of the emotions detected, and the kinds and
percentages of identification of the voice quality settings.

The statistical method PCA was applied to analyze the emotion
and the voice quality setting variables. Mean scores for both groups
of variables were considered. All measures were normalized.

The PCA generated five clusters. One of the clusters grouped
Whisper and Creak vocal quality settings which are characterized
by voicelessness. Lip Spreading was correlated with Modal Voice,
and Fear with Whisper. Creak was inversely correlated with Lip
Spreading and Modal Voice.

The inertia gains in the clusters indicated that Dimensions 1
and 2 (Dim and Dim 2) could better explain the data. In Figure 4,

the distribution of the variables is shown in four quadrants. On the
upper left quadrant are Modal Voice, Lip Spreading, Happiness,
and Neutrality; on the upper right quadrant are Lowered Larynx,
Creak, and Sadness; on the left lower quadrant are Fear and
Whisper; and on the right lower quadrant are Harsh, Anger, and
Disgust. Significant correlations are presented in Table 6.

3.3.6. Discussion
The judges were able to identify most facial emotion

expressions with high accuracy. Except for the Fear and Whisper
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FIGURE 3

From top left to right: facial expressions of Sadness, Happiness, and Anger. From bottom left to right: facial expressions of Disgust, Fear, and

Neutrality.

pairing, weaker associations of voice quality settings with facial
expressions of emotions were established.

Despite the lower percentage of matchings between voice
quality settings and facial emotion expressions, emotions
with negative valence were associated with voice quality
settings characterized by irregularity and fricative noise
(Harsh and Whisper) or low pitch (Lowered Larynx),
while emotions with neutral or positive valence with
Lip Spreading.

Analysis of the associations between voice quality settings
and facial expressions of emotions showed certain matchings and
mismatchings between those two aspects. Lip Spreading andModal
Voice settings were chosen for the facial expression of Happiness;
Harsh and Whisper were not chosen for the facial expression of
Sadness; Whisper, Lowered Larynx, Creak, and Harsh were not
chosen for Happiness; Whisper, Lip Spreading, and Modal Voice
were not chosen for Anger; Lip Spreading and Modal were not
chosen for Disgust; and Whisper and Harsh Voice were not chosen
for Neutrality.

The matches and mismatches among face, emotion, and voice
quality settings, as interpreted in accordance with the Emotion
Wheel (Scherer, 2005), show primitive emotion-related valence
and control features. Happiness is described as exhibiting positive
Valence and high Control; Anger and Disgust, negative Valence

and high Control; and Sadness and Fear, negative Valence and
low Control. Taking these emotional primitives into account,
associations between Happiness and Lip Spreading; among Anger,
Disgust, and Harsh Voice; between Sadness and Lower Larynx
Voice; and between Fear and Whisper are highlighted.

The associations of voicing and higher pitch (Lip Spreading)
with Happy facial emotion expressions, of voice irregularity (Harsh
Voice) with Anger and Disgust facial emotion expressions, and of
voicing and lower pitch with Sadness emotion expressions, and the
absence of voicing in Whisper can be considered in terms of the
Frequency, Production, and Sirenic codes.

In the recognition of face and vocal expressions of emotions,
the direction of the gestures, the regularity and irregularity of
patterns, and the presence or absence of constriction were found
to be influential factors in these associations.

Concerning vocal expression, the acoustic cues related to
the presence of voice source only, voice and noise sources, and
noise source only in speech production and their corresponding
acoustic outputs and perceptual features related to the mean pitch
influenced the listener’s judgments.

Concerning facial expression, the presence or absence of
muscle contraction and tenseness and the direction of the
muscle movement were the influential factors in the attribution
of emotions.
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FIGURE 4

Distribution of the variables in dimensions 1 and 2 (Dim 1 and Dim 2).

TABLE 6 Voice quality settings, emotions, correlation, and probability

values.

Dim.1 Correlation P value

Creak 0.9393 0.0054

Lip spreading −0.8487 0.0326

Modal voice −0.8519 0.0313

Dim.2 Correlation P value

Whisper −0.9183 0.0097

Fear −0.937 0.0058

Synesthetically, the smiling gesture was heard (Lip Spreading)
and seen (Happy face). Iconically, the downward gestures presented
in Sad facial expressions and low-pitched voice qualities (Lowered
Larynx and Creak) were associated with Sadness. Metaphorically,
the perceptually loud rough voice produced by the Harsh voice
quality setting and the sour aggressive face displaying contracted
and pressed muscles represent the facial-vocal expression of Anger.
Also, from a metaphorical point of view, the conflicting absence
of voice and the presence of fricative airflow in the Whisper
production were associated with the facial expression of fear,
echoing the saying “voiceless out of fear.”

4. Conclusion

The experiments in this study considered the expressive role
of voice quality settings under a sound-symbolic, synesthetic, and
metaphorical perspective, focusing on the auditory impressions

these settings might have on listeners’ attributions of meaning
effects and associations between vocal and visual features related
to emotional expression.

The first experiment examined the impressionistic effects of
eight voice quality settings characterized by pitch differences. The
opposing auditory impressions of higher vs. lower pitched voice
quality settings echoed the premises of the Frequency Code whereas
the opposing auditory impressions of small vs. big size reflected
metaphorical judgments of acoustic outputs of the articulatory
gestures configuring the length of the resonating cavities in voice
quality setting productions.

The second experiment examined the impressionistic effect
of seven voice quality settings characterized by productions with
the presence or absence of turbulent airflow, irregularity, and
tenseness, and the results showed a strong iconic effect between
sound and meaning. Voice quality settings characterized by
highly turbulent airflow, irregularity, and constricted muscles were
judged negatively whereas voice quality settings characterized
by slightly turbulent flow, regularity, and relaxed muscles were
judged positively.

The third experiment investigated associations between facial
expressions of basic emotions and voice quality characteristics.
Visual cues were more reliable in identifying emotions than
auditory cues. Modal and Lip Spreading voice qualities were
associated with high control positive valence emotions. Lowered
Larynx was associated with low control and negative valence
emotions, Creak and Harsh with high control negative valence
emotions, and Whisper with low control negative valence.

The results of the present study encourage further research on
the expressive uses of vocal quality settings and the interactions
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between voice and face expressions through the integration of more
refined procedures, a larger, and more gender-balanced number of
speakers and judges, and a wider variety of semantic descriptors
to investigate the physical, psychological, sociological, and cultural
aspects of the inherent multimodality scope of the use of gesture
for communication.

Our investigation of the impressionistic effects of voice
qualities, and associations between vocal and visual characteristics
shifts the focus of sound-symbolic correspondences from speech
segments to settings and gestures. In this way, it explores the four
dimensions of expressivity implicit in the three Frequency, Sirenic,
and Effort biological codes and in a metaphorical framework.
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