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The term “multimodality” incorporates visible gestures as part of language, a goal first put
forward by Adam Kendon, and this idea revolutionized the scope of linguistic inquiry. But
here I show that the term “multimodality” itself is rife with ambiguity, sometimes referring to
different physical channels of transmission (auditory vs. visual), and sometimes referring to
the integration of linguistic structures with more imagistic, less conventionalized
expressions (see David McNeill's work), regardless of the physical channel. In sign
languages, both modes are conveyed in a single, visual channel, revealed here in the
signing of actors in a sign language theatre. In spoken languages, contrary to expectations
raised by defining “modality” in terms of the physical channel, we see that the channel of
transmission is orthogonal to linguistic and gestural modes of expression: Some visual
signals are part and parcel of linguistic structure, while some auditory (intonational) signals
have characteristics of the gestural mode. In this empirical, qualitative study, I adopt the
term “mode” to refer solely to specific characteristics of communicative expression, and
not to the physical channel. “Multimodal” refers to the coexistence of linguistic and gestural
modes, regardless of the physical channel of transmission—straightforwardly
encompassing the two natural language systems, spoken and signed.
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1 INTRODUCTION

Ever since the groundbreaking work of Kendon (1980, 2004) and McNeill (1992), researchers have
increasingly paid attention to the gestural side of language, and there is now a very large body of
literature about what is termed “multimodality” (see the extensive handbook of Müller et al., 2013,
Müller et al., 2014). Because most linguistic organization in spoken languages is in the vocal/auditory
channel and most gestural information is in the visual channel, researchers often assume that the types
of expression involved can be distinguished by the physical channel. At the same time, since speech and
gesture are closely integrated, other researchers hold that they must be considered part of the same
phenomenon (Kendon, 2004; Fricke, 2013; Goldin-Meadow and Brentari, 2017). But this dichotomy of
views has led to confusion in establishing a unified definition of modality.

Sign languages are characterized by all the traditionally defined levels of linguistic
structure—phonology, morphology, syntax, prosody, and semantics (Sandler and Lillo-Martin, 2006;
Pfau et al., 2012). But if the physical channel were the determining factor for separating the gestural from
the linguistic, sign language would be an anomaly. In sign languages, the vocal-auditory channel is not
available, and the linguistic signal itself is conveyed primarily by the hands, the head, and parts of the face,
and perceived by the eyes. There should be no “modality” left for gesture and no multimodality in sign
language. Yet we know and will show here that signers do gesture (Emmorey, 1999; Sandler, 2009).

In a research paradigm called The Grammar of the Body,1 my colleagues and I were able to
associate linguistic structures with precise articulations of face, hands, and body in established and
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emerging sign languages, demonstrating how visible bodily
articulations alone can convey bona fide linguistic structure
(Sandler, 2012a; Sandler, 2018), described in Section 2. We will
see in Section 3 that the same physical apparatus in sign
languages conveys expressions that are gesturally organized
as well, and we adopt the term ‘mode’ to refer to either
linguistic or gestural forms. By this distinction, identifying
both the linguistic mode and the gestural mode in sign
language becomes straightforward, so that all natural human
languages, spoken or signed, are properly described as
multimodal.2 Here, to avoid confusion, I refer to spoken and
signed languages as two kinds of language, rather than using the
term “modalities.”

This paper deals only with one family of gestures—iconic
gestures. Iconicity means that the signal, whether auditory or
visual, resembles its meaning. An example of an iconic co-speech
visual gesture is shown in Figure 1. As background, Table 1
shows the properties that distinguish iconic gestures from
linguistic expressions (essentially, words), based on McNeill
(1992), and further discussed in Section 1.1.

In his seminal book, McNeill (1992) distinguished gestural
from linguistic form, asserting that together they comprise
language. McNeill proposed that there are several kinds of
gestures, among them, iconic gestures, which describe visual
properties or locations, constituting the focus here; beats,
which emphasize the rhythm of speech; metaphoric gestures,
which abstractly represent concepts or topics in a discourse; and
deictics, which point to or establish the location of a referent.
Citing the temporal coordination of gesture and speech prosody
(see also Brown and Prieto, 2017 for a recent, detailed analysis),
McNeill’s treatment proposes that gestural and linguistic form

together make ‘language’, distinguishing between “the linguistic”
and “language”—a seemingly blurry distinction, but one that I see
as essentially correct, precisely because all natural language
communication has linguistic and gestural modes of
expression, and, although the two can be distinguished, the
dividing line is not always clear (see Okrent 2002). Section 1.1
elaborates the characteristics that distinguish the linguistic and
the gestural modes in Table 1.

1.1 Linguistic and Gestural Modes
Gestural and linguistic organization comprise two modes of
expression common to both spoken and signed languages, and
not defined in terms of the physical channel of transmission. The
following introduction to properties of gestural vs. linguistic
modes, suggested by McNeill (1992) and represented in
Table 1, includes certain amendments, that are motivated by
the present exploration, as explained throughout this paper.

1.1.1 Duality of Patterning Versus Global
Spoken language morphemes and words are characterized by a
meaningless phonological level and a meaningful level, a
distinction described in terms of secondary articulation by
Martinet (1960), and called duality of patterning by Hockett
(1960). Iconic gestures are globally organized—an iconic gesture
looks like what it means as a whole, without a list of internal
meaningless elements that recombine in a systematic, rule-
governed way that characterizes duality of patterning. In sign
languages, signs are formed by a finite list of meaningless
primitives, like spoken words, and substituting one for another
can create new words (Stokoe, 1960). Another criterion for
duality of patterning is that the primitive elements can be
altered by systematic rules, referring only to the form but
without reference to meaning (Sandler, 2012b). The important
insight here is that there are systematically organized meaningless
and meaningful levels in the linguistic structuring of spoken
words and of signs in sign languages. This contrasts with iconic
gestures, like the one shown in Figure 1A, in which there is

FIGURE 1 | (A) Iconic co-speech manual gesture indicating a latch coming down and locking the door to a lion’s cage (pictured in (B)).

2While the term “multimodal” implies more than two modes, here I deal with the
two primary modes—linguistic and gestural. In Section 1.1, I suggest that an
additional mode is pantomime/enactment, defined and distinguished from other
modes there, but not further explored in this article.
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neither a level of finite, meaningless building blocks, nor
systematic rules referring to them. The gesture could be made
in many different ways and still convey the image of a plank
falling. Signs, like spoken words, have duality of patterning;
gestures are globally structured.

1.1.2 Arbitrary Versus Imagistic
The forms of spoken language words typically have an arbitrary
relationship with their meaning (de Saussure et al., 1959), while
iconic gestures are imagistic; they create visual impressions to
enhance meaning (see Figure 1A). While signs themselves, akin
to spoken words, can also be imagistic or iconic, there are still
many differences in degree and type of iconicity between the two
kinds of language (see e.g., Sandler, 2009, Perniss et al., 2010,
Downing and Stiebels, 2012, Dingemanse et al., 2015, Lepic et al.,
2016, and Dingemanse et al., 2020 for more detail). The signs of
sign languages have much more iconicity than words in spoken
languages do, making the distinction between iconic and arbitrary
more nuanced (see Sections 2–4), but the distinction between
arbitrary and iconic is still relevant for distinguishing linguistic
from iconic gestural form. Signs are “globally” iconic more often
than spoken words (see for example Figure 2), and sublexical
units, which behave phonologically like meaningless elements,
can themselves be interpreted as meaning-bearing, as we will see
in Section 2. Section 4 shows how the underlying iconicity in the
building blocks of signs can be invoked in artistic expression.

1.1.3 Combinatorial/Non-combinatorial Relations
Morphemes and words typically combine with other units of the
same type to form larger constituents with predictablemeanings (see
Werning et al., 2012 (eds) on compositionality). Gestures coincide
with constituents of the linguistic signal but do not enter into
combinatorial relations with each other. For McNeill, the term
combinatorialty is restricted to linear, syntactic combinations and
relations; that is, the claim is that sequences of gestures are not
combined with each other according to their own rules, which seems
correct. While gestural elements can have internal and simultaneous
combinatoriality (Calbris, 1990; Fricke, 2014), they do not enter into
sequential combinations with each other, without linking
independently to linguistic structures. The picture is made more
interesting by the observation shown in Section 5.3, that gestures
can appear sequentially before or after words (Schlenker, 2019),
playing a semantic (linguistic) role. Yet gestures do not seem to
combine in any rule-governed way with each other. The intent of the
bifurcation in Table 1 between combinatorial and non-
combinatorial, then, is sequential combinatoriality of elements of
the same kind: linguistic elements are sequentially combinatorial
with one another; gestures are not.

1.1.4 Conventionalized Versus Idiosyncratic
Linguistic elements are conventionalized within a community in
terms of meaning and distribution. But the same gesture can have
different meanings (within and across individuals), depending on
the linguistic context, and the choice and meaning of iconic
gestural elements also vary within and across individuals. This
idiosyncrasy implies context-sensitivity, since the intended
meaning of the iconic image can only be interpreted according
to context (See Figure 9 below).

1.1.5 Discrete Versus Gradient
Put simply, this distinction means that linguistic elements tend to
be underlyingly discrete in the senese that their form does not
vary systematically in tandem with gradient degrees of emphasis
or meaning.3 Contrarily, any gradient variation in the production
of iconic gestures is interpreted analogically to real world form or
action. So, in English, adjectives such as big or heavy do not
change their form systematically to represent degree of size or
heaviness, nor is the form of verbs such as climb or run altered to
represent degrees of difficulty or speed.4 The complex word
rewind means “to wind again,” and one does not reduplicate
the prefix to signal how many times this winding takes place.
There is no *rerererewind indicating winding four times.
Similarly, enlarge means to make bigger, and the form of the
word does not analogically represent the resulting size. We will
see in Section 5.3 that this property is only partly definitive in
distinguishing the linguistic mode from the gestural.

By these criteria, I will briefly exemplify linguistic structure in
the phonology and intonation of sign languages in Section 2,
mainly using Israeli Sign Language (ISL) as the example. Section 3
demonstrates gestural elements in sign languages. Section 3.2
demonstrates that, in addition to linguistic roles, the mouth is
abundantly used for iconic gesture across sign languages. In so-
called classifier constructions, which are hybrids of linguistic and
gestural modes, discussed in Section 3.3, the hands combine the
linguistic mode with the gestural. Since all of the same articulators
used for gesture are also used for strictly linguistically organized
material in sign language, dividing the material according to
physical channel of transmission clearly does not capture the facts.

TABLE 1 | Dichotomy between the linguistic and the gestural, after McNeil (1992).

Linguistic mode Gestural mode

Meaningless and meaningful levels (duality of patterning) Global/holistic
Arbitrary Imagistic/iconic
Combinatorial with respect to other elements of the same kind Noncombinatorial with respect to other elements of the same kind
Conventionalized Idiosyncratic, context-sensitive
Discrete Gradient

3Paralinguistic intonation (Ladd, 1996) can indeed reflect degree, but again, such
devices are paralinguistic and are indeed better described as gestural and not
linguistic (see Section 5 here).
4Such iconic signals as speed of speech representing the speed of an activity have
the characteristics of gesture; see Section 5.
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Redefining “multimodal” as comprised of gestural and
linguistic modes, and divorcing it from the physical channel of
transmission, allows for the interaction between the two types of
organization that we find in both signed and spoken languages.
An informative consequence of the distinction is this: If the
gestural and the linguistic are two modes of language, and if they
can naturally coexist in the same physical channel as they do in
sign languages, this leads to the expectation that there will some
interaction between the two in natural communication, and
indeed there is. Section 4 provides examples of interaction
between linguistic and gestural modes from theatrical and
poetic signing in the Ebisu Sign Language Theatre Laboratory.
We will see there that signals that have made their way into the
linguistic phonological structure still remain available for
spontaneous gesture. So, sign languages cross the line between
linguistic and gestural modes in one and the same visually
perceived system, and they sometimes cross back, making the
division a little less crisp than might have been thought. I will
argue that this is a theoretically desirable consequence.

Turning to spoken language, here we assume traditional
background in linguistic structure, and we will not delve into
it here. We also know well that spoken languages exploit visual
signals for gesture. But likening “modality” to the physical
channel of transmission does not work for spoken language
either. The modes of language and their physical instantiation
criss-cross in spoken languages. The distinctions and their
interactions can be seen schematically in Table 2.

Section 5 reviews evidence that spoken languages, like sign
languages, exploit visual signals as part of the linguistic mode, but
that they also exploit auditory signals for gesture. In other words,
there is evidence that spoken languages, primarily transmitted in the
auditory channel, also use visual signals in the linguistically
organized system, particularly at the levels of reference (Fricke,
2013; Landau, 2016), and semantics (Schlenker, 2018; Schlenker,
2019; Ebert et al., 2020). At the same time, the auditory channel can
exploit the gestural mode, specifically, in intonation and information
structure (Bolinger, 1983; Ladd, 1996; Swerts and Krahmer, 2008;
Prieto, 2015). Once again, we see that the division between the
linguistic and the gestural has to do with characteristics of the modes
of expression, and not with the channel of transmission. We
conclude in Section 6 that spoken and signed languages are not

different language “modalities,” but rather two different kinds of
language, each multimodal, each exploiting the linguistic and the
gestural modes in its own way. This analysis points to a flexible and
dynamic model of human language.

1.2 Excluded Topics
Four topics that sometimes figure in gesture and sign language
studies will not be dealt with in the present analysis, in the interest
of economy. These are: emblems, a gesture-sign “continuum,”
pantomime/constructed action, and silent gesture. Here I briefly
describe each, to delimit the goals of this study.

1.2.1 Emblems
Kendon, McNeill, and other gesture researchers have dealt with
emblems (see also Efron, 1941; Kendon, 1988, Kendon, 2004, and
Müller, 2019), such as OK, VICTORY, TIME-UP, BE-QUIET.
Emblems are sometimes claimed to be closest to signs of sign
language, and, according to Kendon, closest to words, precisely
because they are conventionalized, unlike other gestures. But by
familiar definitions, emblems seem to be the opposite of words. As
Kendon also explains, emblems are whole speech acts. However, this
is a function which individual words rarely bear, and therefore it
seems to contradict the idea that emblems are closest to words.
Emblems have no syntactic or other grammatical category, but rather
stand for whole propositions; they cannot undergo inflection or
derivation; and they do not enter into hierarchical or sequential
relations with other gestures or words. Unlike signs, prototypical
emblems are rarely iconic of objects and actions in the world. In fact,
unlike iconic and deictic gestures, emblems very rarely become signs,
though they can be used as conventional gestures, not only by
speakers but by signers as well (Emmorey, 1999; van Loon et al.,
2014). Emblems, at least the most prototypical sort, then, are not like
other gestures, not like words, and not like signs. Instead, they could
be described as a kind of communication game, that takes felicitous
advantage of visual, cognitive and cultural affordances that we share.
As such, they should certainly be considered in any typology of
gesture, but they are not relevant for the present discussion.

1.2.2 A Gesture-Sign Continuum
Nor do I deal with a so-called continuum between gesture and sign
(see Müller 2018 for a recent cogent exploration of continua).
Although some signs may have gestural roots, the details of earliest
signs are more like those of words than of gestures, right from the
get-go. In the first-generation signer of Al-Sayyid Bedouin Sign
Language that we studied, we found conventionalized signs (still
used in the community) as well as pantomimic enactments of
events, and we were able to distinguish the two on the basis of
criteria in Table 1, even at this earliest stage of sign language
emergence (Sandler, 2012b). I am unable to speculate about a single
coherent continuum from gestures to words/signs, and I leave that
issue outside the scope of this paper.

1.2.3 Pantomime
I also wish to exclude for the most part a system called
pantomime (which overlaps with enactment, constructed
action, and mimesis), in which signers in some way act out

TABLE 2 | The relations between channel and mode in spoken language and in
sign language.
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events with part or all of the body (touched on briefly in
Section 5.3). I define pantomime as a system in which each part
of the body typically represents itself: the hands are the hands, the
face is the face, and the body is the body of whoever is being enacted.
I refer the reader to Sandler (2009), Sandler (2012b), Cormier et al.
(2015), and Stamp and Sandler (2021), among many other sources,
for more information about these systems. Pantomime is not
irrelevant to the topic of multimodality. In fact, the existence of
pantomime rescues the term multi-modal in the sense argued for
here, by adding the pantomime mode to the linguistic and gestural
modes.We leave exploration of this mode in the paradigm suggested
here to future research.

Finally, so-called silent gesture—a research paradigm in which
hearing people convey a message through gesture alone—is
excluded, as it is not a typical natural form of expression. None
of these topics are included in the present analysis. Here, the focus
is primarily on linguistic structure and on iconic gesture that
commonly comprise both speaking and signing.

2 THE LINGUISTIC MODE IN SIGN
LANGUAGE

Sign languages are typically thought of as conveyed by the hands, and
this is accurate at the level of the word. As central as the word is, there
are other crucial levels of structure, such as syntax, prosody (including
intonation), and the discourse level. At these levels, other parts of the
body are recruited for explicitly linguistic purposes (Sandler, 2018).
For example, prosodic constituents are separated by different
positions of the head and articulations of the face (Nespor and
Sandler, 1999), and conventionalized intonational patterns are
conveyed by facial articulators (Baker-Shenk, 1983; Nespor and
Sandler, 1999; Sandler, 1999; Coerts, 1992; Dachkovsky and
Sandler, 2009; Kimmelman et al., 2020). Discourse continuity is
maintained by the nondominant hand (Liddell, 2003; Sandler, 2012a;
Sandler, 2018), and, since discourse units such as topics and
comments are also prosodically marked, they involve the face,
head, and torso articulators. Some researchers argue that facial
expressions are explicitly syntactic and not intonational (Liddell,
1980; Wilbur and Patchke, 1999; Neidle et al., 2000; Cecchetto
et al., 2009), while others argue for the intonational analysis
(Nespor and Sandler, 1999; Sandler and Lillo-Martin, 2006;
Sandler, 2010; Sandler et al., 2021). In either case, these facial
articulations are conventionalized and represent linguistic
structure—they do not have the qualities of either gesture or
pantomime. For our purposes here, and for comparison with
gesture in spoken language, the discussion is limited to the
phonology of manual signs and to facial expressions.5

Willliam Stokoe’s (1960) pioneering work showed that
American Sign Language (ASL) signs are comprised of
contrastive formational elements, so that ASL manifests duality
of patterning, as noted above. This breakthrough set the ball rolling,

and many researchers on other sign languages followed suit,
admitting sign languages to the family of natural human
languages. Many signs are iconically motivated (e.g, Perniss et al.,
2010, Perniss et al., 2020), proportionately unlike most words in
contemporary spoken languages, but they are typically not
transparent. That is, sign naïve observers usually cannot guess
their meaning (Klima and Bellugi, 1979; Thompson et al., 2020).
Also, iconicity can only help children acquire signs if they
understand the iconicity (for example that milk comes from
milking cows). This understanding can require more world
knowledge than small children usually have, nor is it completely
clear the extent to which adult signers are conscious of iconic
foundations, suggesting that the iconic motivation is only part of
linguistic competence. The lexicons of different sign languages are
mostly different from each other, suggesting a degree of arbitrariness
in selecting the motivation for signs in each language. At the same
time, there is a significantly greater overlap in similarity of lexical
items across sign languages than across spoken languages (Guerra
Currie et al., 2002, Meier et al., 2002). These observations make sign
language lexicons fall somewhere in between iconic and arbitrary.

Interestingly, the sublexical building blocks of hand
configuration, location, and movement, which productively create
minimal pairs and are thus described as meaningless, are often
iconically motivated themselves. For example, the location of a sign
is often iconically motivated, literally or metaphorically (Fernald and
Napoli, 2000; van der Kooij, 2002). The sign LEARN (Figure 2A) in
Israeli Sign Language (ISL) metaphorically extends the iconic notion
of putting something somewhere—in this case, putting knowledge in
the head.6 The signs EAT and LEARN in Figures 2A,B are a
minimal pair distinguished by Location features. Their contrastive
function shows that the features defining “mouth” and “temple,”
respectively, function phonologically. But these features are not
arbitrary; they are iconically motivated. Many signs involving
mental processes are signed at the temple Location Setting—
[head, high, ipsilateral], like LEARN (Figure 2B), THINK
(Figure 2C), and DREAM (Figure 2D). Many signs involving
the mouth (like SPEAK, TELL, TASTE, EAT) are signed at the
same Location ([low,mid, head] in the feature taxonomy of (Sandler,
1989). Similarly, the handshape of many signs that involve gripping
something and/or putting something somewhere are iconically
motivated, signed with the same “closed B” handshape (EAT,
PUT, MOVE, and metaphorically for LEARN). We can call the
result “dual duality of patterning,” a level of structure with both
meaningless and meaningful properties (Sandler, 2018).

Two-handedness (comprising about half the signs in any lexicon)
can also be motivated. Comparing four unrelated sign languages,
Lepic et al. (2016) found that signs conveying concepts such as
interaction, location, dimension, and composition are significantly
more likely to be two-handed in any sign language than chance would
predict. Östling et al. (2018) show that two-handedness and body
Location are both iconicallymotivated in 131 different sign languages.

5For analysis of linguistic expression by different parts of the whole body, see
Sandler (2018); and for exhaustive background on sign language linguistics, see the
chapters in Pfau et al. (2012).

6Taub’s (2001) book describes how metaphor is incorporated into iconic signs in
ASL. But sign language iconicity has a constraining effect as well. If the intended
metaphor does not correspond to those aspects of an object or event that are
ionically represented in a literal sign, the metaphor is blocked (Meir, 2010).
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Good examples of interaction as a motivation for two-
handedness are the signs meaning NEGOTIATE/DISCUSS in
two sign languages: Israeli Sign Language (ISL) and Al-Sayyid
Bedouin Sign Language (ABSL), shown in Figure 3. Both the signs
and aspects of sublexical motivations are different, showing the
relative arbitrariness in selecting iconic elements in any given sign
language. For example, in ISL the handshape of NEGOTIATE/
DISCUSS represents a line of communication in other signs as well,
while in ABSL the handshape of NEGOTIATE/DISCUSS
commonly represents a person. But both signs are two-handed,
motivated by interaction, and both involve alternating repeated
movement, iconically (and metaphorically) representing the back
and forth nature of the concept, NEGOTIATE/DISCUSS.

As in any language, sublexical elements of signs can’t combine
any which way, but are subject to constraints. There are constraints
on the form and action of the two hands in two-handed signs
(Battison, 1978), one of them requiring the two moving hands in
Figure 2 to be symmetrical in shape and movement. These
constraints are relaxed in classifier constructions, which are
partly gestural, as we will see in Section 4.

Signs, then, are linguistically organized in terms of contrastive
sublexical elements as well as systematic constraints on their
combination. More evidence for duality of patterning comes

from phonological processes such as assimilation and
truncation, whose conditions and effects are form- and not
meaning-based (Liddell and Johnson, 1986; Sandler, 1989; van
der Hulst, 1993; Brentari, 1998; Sandler, 2010; Sandler, 2012b;
Fenlon et al., 2016). For example, lexicalized compounds in ISL and
in ASL often truncate to monosyllables (Sandler, 1999), with the
handshape of the second member of the compound spreading to
replace the handshape of the first (Liddell and Johnson, 1986;
Sandler, 1987, Sandler, 1989, Sandler, 2017). These systematic
processes are based solely on form and can even distort or
mask the iconic motivation of the signs. An example is the ISL
compound SICK from the signs FEVER and TEA, shown in
Figure 4. Similar examples are found in American Sign
Language (Klima and Bellugi, 1979; Sandler, 1987, Sandler, 1989).

All established sign languages are characterized by linguistic facial
expressions, akin to linguistic intonation in spoken languages
(Nespor and Sandler, 1999; Sandler and Lillo-Martin, 2006;
Sandler, 2010; Ormell and Crasborn, 2012, Hermann and
Pendzich, 2014; Sandler et al., 2021). Though some of the facial
expressions are common among speakers as well (see Section 5.2),
they are not mandatory or rule governed when accompanying
speech as they are in sign languages (Janzen, 1999; Janzen and
Shaffer, 2002). In a sign language only, there is a finite list of
conventionalized linguistic facial expressions (Dachkovsky and
Sandler, 2009, Dachkovsky et al., 2013; Pfau and Quer, 2010;
Hermann and Steinbach, 2013).7 In spoken languages, some
researchers propose that intonation is compositional (e.g.,
Pierrehumbert and Hirschberg, 1990; Hayes and Lahiri, 1991),
with meaningful High and Low, accented and unaccented
components following one another sequentially to convey
different meanings.8 In sign languages, intonational elements are
also compositional, but since they are conveyed by independent
facial articulators, they can cooccur simultaneously (Nespor and

FIGURE 3 | Signs for NEGOTIATE/DISCUSS in (A) ISL and (B) ABSL.
Two-handedness and repeated alternating movement are iconic and similar in
these otherwise different signs.

FIGURE 2 |Dual duality of patterning in ISL. (A) EAT and (B) LEARN are aminimal pair, distinguished by (iconic) Location features. Signs (B) LEARN, (C) THINK and
(D) DREAM with iconic Location Settings near the head (Pictures from the online ISL Sign Language Dictionary).

7Different sign languages can activate different muscles to convey linguistic facial
expressions with similar meanings (Dachkovsky et al., 2013).
8The terms “combinatorial” and “compositional” have different definitions (see de
Boer et al., 2012), but are used somewhat interchangeably here, for simplicity. In
compositional expressions, each component must bear meaning or grammatical
function. Combinatoriality is neutral with respect to meaning.
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Sandler, 1999; Sandler and Lillo-Martin, 2006; Dachkovsky and
Sandler, 2009). Figure 5 shows ISL linguistic facial expressions: brow
raise for polar questions (‘Do you want to go to the movies?’), squint
for shared information (‘the movie that we saw together last week’),
and a combination of the two for a polar question about shared
information (‘Do you want to see the move that we saw together
again?’).

It is quite possible that some of the linguistic facial expressions
described above share properties with gestures used by speakers.
There is evidence that iconic signs whichmay have shared properties
with iconic gestures can become more arbitrary over time, obeying
phonological constraints (Frishberg, 1975). My colleagues and I also
found that phonologization emerges gradually from less
conventionalized and less discrete signs in a young sign language
such as ABSL (Sandler et al., 2011). Use of the conventionalized
upper face expressions for linguistic intonation derives from more
general enhanced perception of prosodic prominence on the upper
face (Swerts and Krahmer, 2008). What is important is that, in
established, contemporary sign languages like ISL (itself only about
90–100 years old, Meir and Sandler, 2008), every articulation of the
hands and the upper face described above represents
conventionalized, systematic, linguistically organized form.

Turning to the lower face, Liddell (1980) first showed that
American Sign language includes linguistic actions of the lower
face that are conventionalized as adverbial or adjectival

modifications, and the same is true of Israeli and other sign
languages. In Israeli Sign Language, for example, the same open-
mouth configuration consistently means “protracted action” (“for
a long time”), as we see in three different ISL signers’ renditions of
the same event in the Canary Row cartoon, when the cat falls
through the air holding the canary, shown in Figure 6.

We now turn to the gestural mode sign languages.

3 THE GESTURAL MODE IN SIGN
LANGUAGES

According to the definition of gestural organization in Table 1,
signers of established sign languages incorporate gestures into
their linguistically structured language.9 Emmorey (1999) shows
that ASL signers incorporate conventionalized emblem-like
gestures from the broader community into their signed
discourse, such as gestures meaning “well,” “shh,” and the like.
More useful for defining the modes of language are the iconic

FIGURE 4 | The lexicalized ISL compound (A) FEVER + (B) TEA, meaning (C) SICK. The two monosyllabic signs merge into a single monosyllable, and the
handshape and two-handedness of the second sign, TEA, is assimilated to characterize the whole compound.

FIGURE 5 | Compositional linguistic facial intonation in ISL: (A) brow raise on a polar question; (B) squint on shared information; (C) brow raise and squint together
in a polar question about shared information.

9The term “established sign language” is used here tomean sign languages that have
been established within a community and are used for a range of social functions.
Emerging sign languages are in the process of becoming established and are not
addressed in this section.
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gestures that signers employ that are not borrowed from
conventionalized emblems. These include affective facial
expressions, iconic mouth gestures, and the gestural part of
hybrid classifier constructions. We turn to each, below.

3.1 Affect in Sign Language
Signers incorporate emotional and attitudinal facial gestures, like
those shown in Figure 7, as hearing speakers do (e.g., Baker-
Shenk 1983; Dachkovsky and Sandler, 2009; Hermann and
Pendzich, 2014; Kimmelman et al., 2020).10 These expressions
are usually idiosyncratic, context sensitive, and gradient in terms
of the intensity of the emotion or attitude expressed, and belong
to the gestural mode. They are similar to affective facial
expressions used by speakers, and can also be compared to
paralinguistic intonation, described in Section 5.1.

3.2 Iconic Mouth Gestures
Relevant for any discussion of human language is the fact that the
mouth is a salient articulator, whether for speech or for other
functions. The mouth is important. In sign languages, which do

not use the mouth for auditory speech, the mouth is constantly
active, conveying a range of different functions, among them,
linguistic adverbial and adjectival modification (Liddell, 1980),
exemplified in Figure 6 above, mimicry and enactment (Cormier
et al., 2008; Stamp and Sandler, 2021), and intermittent mouthing
of borrowed spoken words in some societies (see Boyes Braem
and Sutton-Spence, 2001; Lewin and Schembri, 2013; Johnston
et al., 2015). As for affective mouth actions, we have only to look
at emojis to intuitively detect the various roles of the mouth in
conveying attitudes and emotions. And even in speech, in which
the mouth transmits words auditorily, the action of the mouth is
visually salient, playing a role in speech perception (McGurk and
McDonald, 1976). But the clearest sign language parallels with
iconic manual gestures in spoken language are iconic mouth
gestures, which are rampant in sign languages (Sandler, 2009).

The shape and action of the mouth often accompanies signing,
to represent physical properties, such as the size and shape of an
object, its weight or volume, or the vibrations it creates. In a study
of ISL retellings by three signers of the animated cartoon Canary
Row, we found that the signers often gestured with their mouths
in iconic, idiosyncratic, and context sensitive ways (Sandler,
2009). One signer’s retelling of part of the cartoon is shown in
Figure 8.

FIGURE 6 | Conventionalized, linguistic adverbial mouth shape, meaning “protracted action.”

FIGURE 7 | Emotional facial gestures in ISL, in reaction to information that evokes: (A) happiness, (B) disappointment, (C) sorrow, (D) fear.

10In Section 5.1 below, the idea that vocal intonation can be iconic is motivated.
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The analysis goes on to show that different mouth gestures are
indiosyncratic and context-sensitive, unlike linguistic signals. For
example, signers use the samemouth gestures for different objects
or actions. Figure 9 shows two identical facial gestures with two
different interpretations.

Gestures are also gradient. In spoken language, linguistic
elements are typically discrete, i.e., their form does not vary
analogically with their meaning. But gestures are inherently
gradient. For example, a signer displayed one puffed cheek for
the bowling ball and two puffed cheeks for the cat’s body after
swallowing the ball, shown in Figure 10.

Mouth gestures are not sequentially combinatorial; instead,
they are linked to the combinations of manually signed phrases
and sentences, just as iconic co-speech gestures coincide with
combinatorially organized words, and are not organized with
respect to each other.

Other sign languages—I venture to say all sign languages—also
make use of mouth gestures. Figures 11A,B show mouth gestures
in American and Russian sign languages. In Figure 11C we see a
second generation signer in an emerging sign language in the
Bedouin village of Al-Sayyid producing a mouth gesture to indicate
the friction of water spraying from a sprinkler.

3.3 Hybrid Classifier Constructions
Such mouth gestures often accompany a particular kind of
construction in sign languages, constructions which themselves
are partly gestural: classifier constructions (Supalla, 1986;
Emmorey, 2003; Zwitzerlood, 2012). In these forms, the
conventionalized and lexicalized handshapes alone represent
classes of entities, such as humans, small animals, or vehicles; or
the size and shape of objects, such as flat, curved, or cylindrical. These
classifier handshapes are conventionalized and lexicalized. But the
location and movement, elements which are linguistically specified
in regular lexical signs, behave gesturally in these hybrid classifier
constructions (Schembri, 2003). As argued extensively in papers in
Emmorey (2003), motions and locations in classifier constructions
are idiosyncratic, imagistic (iconic), gradient, and noncompositional
in the sense that their distribution and cooccurrence with other parts
of the construction are not specified or systematic.

Handshapes are different. The same lexically specified
handshape classifier can persist across several events, leading

Sandler and Lillo-Martin (2006) to propose that they combine
post-lexically with iconic gestural components of location and
movement. Just as gestures tend to occur with expressive
mimetics in languages like Japanese (Kita, 1997), mouth gestures
tend to occur with classifier constructions in sign languages. In
Figures 8A–C, for example, the handshapes are classifiers for a
cylindrical object (the drainpipe), and a small animal (the cat). The
spatial locations and relations and the movement path are gestural:
they are gradient and analogical to the action of the cat in relation to
the pipe in the cartoon, as we can see by comparing Figure 8A in
which the cat is entering the pipe, Figure 8B, in which the hand
(manifesting a small animal classifier) and mouth (manifesting a
gesture) move in a zig-zag shape that the cat traverses in the pipe
joint, and Figure 8C, where the cat is climbing up higher inside the
pipe. Gestures in sign languages, then, are produced in the same
visual channel as linguistically organized structure, but they manifest
the characteristics of gestural organization, and therefore belong to
the gestural mode.

4 LINGUISTIC AND GESTURAL MODES IN
THE EBISU SIGN LANGUAGE THEATRE

As is often the case in artistic use of language, formational
elements bubble to the surface. For example, poetic meter and
rhyme reveal rhythmic properties and prosodic structure of a
spoken language, such as onsets and rhymes as syllable
constituents. Properties like these are extracted from language
for artistic use, and sometimes even distorted, but in parallel they
remain intact in the linguistic structure of the language. The Ebisu
Sign Language Theatre Laboratory, formed in 2014,11 offers an
opportunity for analysis of sign language components via art. If
gestural and linguistic organization are the two relevant modes,
and if they can coexist in the same physical channel (see Table 2),
then we should expect the barrier to interaction between the two
to be easily traversed. Three examples will suffice to show the

FIGURE 8 |Mouth gestures in ISL retelling of Canary Row cartoon. (A) Pursed mouth and sucked cheeks for a tight fit in a narrow space and climbing up inside the
space (cat entering the drainpipe); (B) zig-zag mouth movement for the zig-zag crook in the drainpipe; (C) the cat making its way up inside the drainpipe; (D) puffed
cheeks for the full round shape of the bowling ball (from Sandler, 2009).

11The Eibsu theatre was supported by Advanced Grant 340140 from the European
Research Council. Ebisu is the name of a Japanese Shinto god of good fortune, who
is deaf.
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interaction between linguistic and gestural modes in sign
language, in the Ebisu theatre. Crossing the lines in this way is
not restricted to sign languages; Section 5 shows criss-crossing of
modes in spoken language.

Themodus operandi of the Ebisu theatre director Atay Citron is
improvisational, ultimately arriving at fully staged performances
for deaf and hearing audiences alike, without interpreting (Sandler
et al. in press). In an exercise designed to repeat and explore a sign,
actress Nurit Shalom took the lexical sign LEARN (see Figure 2B),
and altered it by gesturally selecting sublexical elements such as
two-handedness (a kind of reduplication indicating large
dimensions or intensity, Kouwenberg and LaCharité, 2015). In
the basic sign, LEARN, in Figure 12A, the signer adopts an
affective (gestural) facial expression conveying “wariness.” The
body posture with head averted in Figure 12B replaces the
linguistic temple location of the lexical sign to gesturally convey
“toomuch to take in,” The gesture in Figure 12C indicating “large”
has a different handshape and orientation than the lexical sign
LARGE, and, unlike the lexical sign, which is located in neutral
space in front of the signer, the gesture is located above the head,
the lexical location of the sign LEARN, and themetaphorical seat of
knowledge in lexical signs as those shown in Figure 2. “Too-large-

quantity for the head” in Figure 12C, then, is a gesture, based on
the sign LARGE. The puffed cheek mouth gesture enhances the
meaning of a huge quantity. Note that this mouth gesture is similar
to that indicating a round bowling ball in Figures 8, 10D, showing
the idiosyncrasy and context-sensitivity of gestural organization.

The second example demonstrates more mouth gestures in
performance, shown in Figure 13. In telling the biblical story of
Genesis, actor Alon Zino indicates that the earth was void with a
closed flat hand gesture, interpreted as the barren surface of the
earth, and amouth gesture of sucked in cheeks—emptiness. He then
raises flat, spread, open hands, indicating the rising surface of the
water, accompanied by puffed cheeks, here conveying massiveness.
The hands exploit the gestural mode as well, suggesting an empty
surface (Figure 13A) and a rising and spreading mass (Figure 13B).
The handshapes are not among the list of linguistic classifiers,
instead manifesting iconic gestures. We have seen in Figures 8D,
10A,B, 12C that the puffed cheeks gesture can have many different
meanings in different contexts. The sucked cheeks gesture appears in
a different sign language, Russian Sign Language, indicating “very
tall,” in Figure 11B above.

In an original poem, actor Golan Zino manipulates the lexical
sign BROKEN, normally signed in neutral space in front of the

FIGURE 10 | Gradience: (A) one cheek puffed to describe a bowling ball and (B) two cheeks puffed to describe the cat’s body after swallowing the bowling ball
(Sandler, 2009)

FIGURE 9 | Idiosyncracy and context-sensitivity. The same facial gestural conglomerate (Facial Action Units 8, 14, 17, 18, and 25) can mean “narrow space” as in
(A), or “swinging—whoosh,” as in (B) (from Sandler, 2009)
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signer as shown in Figure 14A. He adopts a different location
iconically—the ear (Belsitzman, 2017). The expression conveys
hearing people’s distorted impression of deaf people as broken-
ear people Figure 14B. We saw that the Location can be iconic
across the lexicon, for example, the head (temple) representing
mental processes, linguistically in Figure 2, and gesturally in
Figure 12C. Here, the actor summons this underlying iconic

property, giving the ear location iconic meaning, to confront the
audience with a provocative image.

We have established that puffed and sucked cheeks function as
gestures in ISL and other sign languages. These articulations can
also be part of linguistic structure. Figure 15 shows two lexical
signs in ISL, FAT and THIN, each with obligatory mouth shapes
as lexical features of the signs. Given that many signs are iconic

FIGURE 11 | (A) ASL opening mouth gesture for a drawbridge opening (Ben Bahan’s telling of Hans Christian Andersen’s “The Little Mermaid”). (B) Sucked cheeks
Russian Sign Language mouth gesture for “very tall” (Chekhov’s online story “Chameleon” in RSL). (C) Teeth-lip friction in Al-Sayyid Bedouin Sign Language mouth
gesture for water spraying from a tap (retelling Laurel & Hardy’s silent movie, “Big Business”).

FIGURE 12 | (A) The sign LEARN with affective facial expression; (B)manipulation of the sign with a head gesture, meaning, “learning more than can be taken in”;
(C) gestures of hands and mouth indicating “a huge amount” near the head location, indicating “too much knowledge.”
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and indicate their meanings directly, lexically specified mouth
actions of this kind, also iconic, might belong to what Woll terms
“echo phonology,” in which the mouth enhances the picture
portrayed by the hands, possibly providing an evolutionary link
to speech (Woll, 2001). These mouth articulations, then, function
both as idiosyncratic gestures (e.g, Figures 8, 10, 12, 13) and as
conventionalized lexical features (as in Figure 15). The point is
that, since there is no physical barrier between linguistic and
gestural modes, some expressions can belong to either mode. An
example from spoken language is the use of high tone to
linguistically mark polar questions or paralinguistically (I
would say “gesturally”) to express emotions like happiness or
surprise. We return to spoken language in Section 5.

The types of iconicity we have seen in Ebisu involve retrieving
and isolating iconic elements from signs and other expressions, and
artistically exploiting gestures found in expressive signing as well.
Sections 3, 4 show that the difference between the linguistic and
gestural modes come to the fore as organizational principles, not
defined by physical channel. Interaction is not surprising, then, and
the same element can cross the line betweenmodes. On this view, we
should expect this to happen in spoken language as well—and, as
schematized in Table 2, and expanded below—it does.

5 CROSSING THE CHANNEL IN SPOKEN
LANGUAGE: GESTURAL ELEMENTS IN THE
VOICE AND LINGUISTIC ELEMENTS ON
THE HANDS AND FACE

Libraries are filled with treatments of the linguistic structure of
spoken language, and there is no need to review it here. Analyses of
spoken language auditory linguistic structure with accompanying
visual hand gestures have also been abundantly covered in the
literature. I consider here only contradictions to the common but
confusing assumption that spoken language occurs only in the
auditory “modality”, and that gesture occurs only in the visual
“modality”. To show that this dichotomy ismisconceived, the focus
in this section is specifically on gesture that is heard, and linguistic
form that is seen, in spoken language.

5.1 Gesture in the Voice in Spoken
Language
Let’s begin with intonation. It is well known that linguistic
intonation is an important component of linguistic structure.
Grammaticalized, linguistic intonation reflects information
structure (Halliday, 1967; Gussenhoven, 2004) and can be
represented abstractly with only two tones, High and Low,
accented or unaccented, which combine to create contours,
and which aggregate sequentially with phrasal tones at phrase
boundaries (Pierrehumbert, 1980; Beckman and Pierrehumbert,
1986; Ladd, 1996; Shattuck-Hufnagel and Turk, 1996), although
the phonetic instantiation of these phonemic patterns might vary
widely (Prietro, 2015). This system is presumably linguistically
organized and transmitted in the same physical channel as the
rest of spoken language.

From an evolutionary point of view, intonation has iconic
origins. Recall that iconicity means that the signal, whether
auditory or visual, resembles its meaning. Regarding the origin
of high and low pitch, Ohala (1983) reasoned that high pitch is
associated with smallness (like sounds emitted by small animals
with small vocal tracts) and low pitch with large size
(commensurate with the vocal and resonance apparatus of
larger animals). According to Gussenhoven (2004), this
Frequency Code is one of three biological codes, which evolved
into linguistically organized intonation over time. The others are
the Effort Code, evolving into focus marking, and the Production
Code, which accounts for high pitch at the beginning of utterances,
and lowering toward the end. All three can be considered iconic
reflections of their biological origins, in the sense that the signal
sounds like what it means. The grammaticalization of these codes,
then, is iconically related to their biological foundations, and
accounts for linguistic intonational universals.

Intonation can also be paralinguistic (Ladd, 1996; Prieto, 2015),
typically reflecting attitudes or emotions, and exhibiting more
gradience in form and idiosyncracy in distribution than
linguistically organized intonation. To the extent that
paralinguistic intonation is holistic, idiosyncratic, sequentially
noncombinatoric, and gradient, it could well be considered part
of the gestural mode—and that is precisely what Dwight Bolinger

FIGURE 13 | Iconic mouth gestures: (A) “emptiness, void” with sucked in mouth and cheeks and closed flat-hands suggesting an empty surface, (B) “rising,
spreading mass (water)” puffing mouth and cheeks and opening and spreading hands, suggesting a wide, flat mass.
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argued in a brilliant exploration as long ago as 1983. Bolinger also
provided many examples in which intonation combines
simultaneously with face and body gestures, resulting in different
interpretations of the linguistic signal. Such combinations suggest
that the two—paralinguistic intonation and visible gesture—are of
the same natural class, which he calls a “gestural complex.”

One example in Bolinger is a question like, “Does he need it?”,
which has different interpretations, depending on the
intonational and visual gestural signals. The string can be
conveyed with rising intonation, typical of English linguistic
polar questions, or with falling intonation across the question,
introducing gestural idiosyncrasy. Each can be accompanied by
various concomitant visual gestures of the face and hands. Some
of these are: eyebrows raised or lowered, mouth open or closed at
the end, hands outflared with palms up, and more, each imbuing
the different intonational patterns of the question with different
nuances of meaning and different expectations of the addressee.
For example, with rising intonation, eye contact, brows raised,
mouth left open, palms up, and head shake, the speaker is in an
argumentative and rhetorical mood, and the addressee is expected
to answer “Does he need it?” by saying “No.” Bolinger proposes

that easier agreement (an answer of “yes”) by the addressee is
sought with falling intonation (despite the polar question) and
different facial and manual cues. These fine-tuned but important
distinctions accompanying linguistic material are among the
communicative advantages of the gestural mode.

In fact, prosody can iconically represent the speed of an event
by a fast or slow rate of speech, and intonational pitches can also
be analogically iconic, so that high pitch cooccurs with
descriptions of objects going up and low pitch for objects
going down (Perlman et al., 2015).

It is well known that we gesture while we talk on the telephone,
even though the gestures cannot be seen by the interlocutor (Bavelas
et al., 2008). This indicates that gesture might be critical for the
speaker, but implies that the auditory signal alone coneys the
linguistic information to the hearer. However, once facial
gestures are included as part of the gestural mode, it becomes
clear that we can also hear gestures. Bolinger points out that we can
hear not only linguistic intonation, which alters the fundamental
frequency (basic vocal cord pitch), but we also hear formant
frequency differences (reflecting different configurations of the
vocal tract), which characterize emotional/paralinguistic

FIGURE 14 | (A) The lexical sign BREAK. (B) Poetic isolation of iconic location in the newly created sign: “broken ear.”

FIGURE 15 | ISL signs with iconic lexical (linguistic) mouth features. (A) FAT, (B) THIN.
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intonation and affect vowel sounds. A simple thought experiment
confirms that we can tell when the person on the other end of a
phone call is amused (smiling, lip corners up). This is because facial
gestures including upturned lip corners, jaw lowering, and many
others change the configuration of the vocal tract, altering formant
frequencies, and can therefore be perceived auditorily. In accord
with Bolinger, we affirm that some kinds of intonation in the vocal
channel belong to the gestural mode.

5.2 Linguistic Structure on the Face in
Spoken Language
Like intonation, facial expressions in hearing speakers can also be
seen as iconic from the point of view of evolution. For example,
raised eyebrows widen the eye aperture, to perceive more
information, evolving to iconically characterize emotional
surprise, as well as linguistic polar questions, and focus (see
Darwin, 1872; Fridlund, 2014). It is well known that visual
gestures complement the linguistic signal, and in fact Janzen
(1999), and Janzen and Shaffer (2002) argue that linguistic facial
expression in sign language grammaticalized from this more
general gestural system. But it is also possible to consider
certain visual signals in spoken languages to be part of
linguistic structure itself. In a series of papers, Swerts and
Krahmer conducted several studies on prosody, investigating
auditory and visual cues to polar questions, focus, as well as
constituent boundaries. They found that there are consistent
visual cues to all of these, typically accompanying the auditory
cues. For example, high tones are typically accompanied by brow
raise in polar questions, and participants more accurately identify
polar questions that are characterized by both than by high tone
alone (Swerts and Krahmer, 2008). Identification of questions with
brow raise alone without high tone is less successful, suggesting that
visible brow raise participates in the linguistic system, but together
with auditory intonation. At the pragmatic level, facial expression
can also distinguish polite from impolite utterances with the same
intonational pattern (Brown and Prieto, 2017).

Though visual, such expressions are part of the spoken
language linguistic mode to the extent that they manifest cues
to information structure, and they also function as part of the
gestural mode, in accord with Bolinger’s gestural complex idea as
well as McNeill’s dichotomy, crossing the line between the
linguistic and the gestural in a single channel.

5.3 Linguistic Structure on the Hands in
Spoken Language
We usually think of visual gestures as cooccurring with speech
and enhancing the verbal message in some way. But in recent
years, researchers have noticed that visually transmitted gestures
can actually represent linguistic structure directly. For example,
Fricke (2013) shows that deictic gestures replace or further
modify verbal reference and are thus part of the linguistic
signal. Ebert et al. (2020) show that German ‘so’ transforms a
manual action from gestural to linguistic. Proof of this is the fact
that gestures accompanying ‘so’ become at-issue and thus
linguistic information (as defined in Potts, 2005), as in

Example 1, and, as such, can felicitously be qualified or
negated, as in Example 2.

Examples 1 and 2. Examples are adapted from Ebert et al. (2020).

Schenkler (2018, 2019) develops the notion of iconic
semantics, and distinguishes pro-speech gestures from co-
speech gestures and post-speech gestures. Pro-speech gestures
precede and fully replace spoken words, and post-speech gestures
occur after the relevant spoken expression. Crucially, Schlenker
shows that the pro-speech gestures he analyzes are not simply
imagistic versions of linguistic utterances (like many co-speech
gestures) but are actually part of their semantics.

In his detailed exploration of “gestural semantics,” Schlenker
(2019) deals with several types of inferences, among them,
presuppositions. In Example 3, the pro-speech gesture
presupposes that Robin was not in a shooting position. In
Example 4, the gesture presupposes that the lightbulb is in the ceiling.

Examples 3 and 4. Examples are from Schlenker (2018).

These gestures are actually a type of enactment—“acting out”
an event with the body,12 but they participate in the semantics of
the sentence. Schlenker adds an additional nuance to the
discussion, namely, that such iconic gestures belong to “a rich

12Thank you to Karen Emmorey for pointing this out.
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inferential typology” (Schlenker, 2019: 780). Though gestural,
they are part and parcel of semantic (and thus linguistic) structure
and knowledge. They cross the boundary between linguistic and
gestural modes, and between the two physical channels.

Schlenker’s exposition indicates that gestures that are part of the
linguistic (semantic) typology observe only two of McNeill’s
linguistic criteria: they are sequentially combined with words, and
they are to some extent conventionally and not idiosyncratically
interpreted (howmany ways can you unscrew a lightbulb?). But they
are imagistic/iconic, and potentially gradient—important properties
of gestural and not linguistic organization. This ambivalence is not
counterevidence to the approach I take here, but is rather proof of
the idea that linguistic and gestural modes are not tied to the physical
channel of transmission. This very fact makes their distribution in
language more versatile: the same physical system can organize itself
linguistically or gesturally—or both. Human language is expressive
and flexible, encompassing both linguistic and gestural modes, and
our species fully exploits the exigencies of our bodies in shaping
it—in both types of natural language, spoken and signed.

6 CONSEQUENCES AND CONCLUSION

The goal of linguistic theory is to capture generalizations about
language that significantly advance our understanding of the
phenomenon. A major advance in our understanding that has
taken place over the past 60 years is the inclusion of visual
expression in our thinking about language, facilitated by the
use of video and especially by inclusion of sign languages in
the data about natural language. The field of gesture studies arose
in part because of these advances, and it became increasingly clear
that there is more to language than the auditory signal.

With this advance came the notion of “multimodality” to
describe human language, but the term is ambiguous, meaning
either more than one physical transmission system or more than
one type of expression or organization. In spoken languages, the
most straightforward (but superficial) interpretation of
multimodality places gestural material in the visual channel.
However, this definition is misleading. Gesture in the auditory
channel, such as paralinguistic intonation (Section 5.1), would be
a counterexample to the definition.

Since sign languages are conveyed in only one physical
channel, the visual channel, they are the ideal test case for
determining the most explanatory definition of multimodality.
If “modality” refers to the physical transmission system, sign
languages by definition cannot be multimodal, since they are
conveyed in only one physical channel, the corporeal-visual. Yet,
as Section 3 shows, they do incorporate gesture.

By adopting the term “mode” as a particular type of expression,
these problems disappear.We are able to show once again that sign
languages are not anomalous but rather conform to universal
generalizations about language. The message is that all language
includes both linguistic and gestural modes. By following this
paradigm, the essential differences between spoken and signed
languages are revealed, which is equally important for our
understanding of human language. Sign languages are more
iconic than spoken languages, a natural and productive

consequence of the corporeal/visual channel, and by focusing
on the mode of expression rather than the physical channel we
can see how this iconicity pervades both the linguistic mode and
the gestural mode of these languages (Sections 2, 3). Similarly,
removing the physical barrier between the linguistic and the
gestural in spoken language gives us the freedom to identify
auditory gesture in paralinguistic intonation (Section 5)—it is
no longer a freak accident.

The hybrid forms in both types of language are perhaps the most
convincing consequence of the definition of mode offered here, and
the paradigm that it generates. In sign languages, classifier
constructions are comprised of linguistic, lexical classificatory
handshapes, which combine with locations and movements that
are gestural in terms of their organization (Section 3.2). Certain
mouth expressions can double as lexically specified and gesturally
organized as well (Sections 3.1, 4). Meaningful sublexical
components (such as locations, Section 2) can surface in
gestural contexts (Section 4). In spoken languages, forms that
are gestural according to most of the criteria in Table 1
participate actively in the formal semantics (Section 5.3).

While the approach to mode vs. modality offered here unifies
spoken and signed languages in some ways, it also captures their
essential differences, structured by the physical channels of
transmission. The physical transmission system is not irrelevant
or unimportant. It is not a mere secondary “externalization” of
inherent structural organization in the brain (contra Chomsky,
2007). Instead, defining linguistic and gestural modes in each
language type now makes it abundantly clear how the physical
transmission system contributes to the form of each mode of
expression in each type of language. The resulting model of
language is dynamic, flexible, and extraordinarily creative.
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