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The concept of biological cell death—that is, cell death that is neither accidental
nor chaotic—has existed and has been obvious since at least the beginning of the
20th C, but it was noticed by other than specialists apt choices of words that
caught the spirit of the time, “programmed cell death” and “apoptosis” caught the
attention of a wider range of scientists. Then, by the early 1990s the recognition of
at least two genes that were important to cancer and other diseases by controlling
cell death (p53, Bcl-2, and Fas); recognition that cell death could be controlled by a
highly conserved family of proteases; and the development of rapid and easy
means of measuring cell death, led to the explosion of the field as a subject of
research. Today we recognize many variations on the theme of biological cell
death, but many mysteries remain. The most important of these remaining
mysteries is that we recognize many of the penultimate and ultimate steps to
kill cells, but it is rarely clear how andwhy these steps are activated. Most likely they
are activated by an interaction of several metabolic steps, but we will need more
high-powered analysis to determine how this interaction functions.
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Introduction

The 50th anniversary of the appearance of the term “apoptosis” (Lockshin andWilliams,
1964; Kerr et al., 1972), approximately the 30th anniversary of the sequencing of the
Caenorhabditis gene ced-3 and the realization that it was a homolog of a mammalian
protease (Ellis et al., 1991), and approaching the 60th anniversary of the term “programmed
cell death” (doctoral thesis 1963; and (Lockshin and Williams, 1965a; Lockshin and
Williams, 1965b; Lockshin and Williams, 1965c; Lockshin and Williams, 1965d;
Maghsoudi et al., 2012)) publications 1964–1965) is an occasion to reflect on what it
meant, where we are today, and where we are going. It turns out that an important theme
60 years ago is returning as a theme for at least the immediate future: Acknowledge and
accept the obvious. In the past, we had to accept the idea that cell death was a natural,
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biological, and sometimes planned event, not often a catastrophic
and unexpected failure. Today we face the realization that even the
most accepted agents of death—for instance, caspase-3—themselves
are usually activated through primary but mostly occult failures in
metabolism, leading to a cascade that ultimately activates the
protease. In such a situation, inhibition of the protease may delay
but will not in the long run prevent the death. The short term in
whichmost experiments were done gave a false sense of certainty. As
always, science proves to be an onion: Peel off one layer only to find a
new layer underneath. Study of the mechanisms of cell death is still
very much warranted, as manipulation of the processes has high
potential medical value, but we should move forward with a more
skeptical approach. This brief description of the history of the field
hopefully will illustrate the point.

The past: the environment

Some elements of the graduate school environment of the 1960s
no longer exist. In a growing economy, we tended to be well
supported and, at the beginning of the space age, expected to
find employment primarily in a university setting. Other
elements are more problematic: using analog equipment, we
recalibrated our measuring devices daily and understood well the
meaning of a calibration curve (In the modern era, I have yet to
encounter a student who is not confounded by a question such as,
“Have you ever done a standard curve to verify that the optical
measurement that you are using quantitatively is in fact linear?” It
generally is not). But two characteristics that are important to any
graduate program are a can-do and make-do attitude, and
camaraderie. Perhaps the weirdest examples of make-do were
using exposed and developed photographic film to detect small
amounts of protease, and, thanks to a helpful packrat who ran the
supply room, an adaptation to create a chronic intermittent neural
stimulator. This latter consisted of an analog wall clock laid
horizontally, in which the circuit was completed for a few
seconds each minute as the minute hand contacted mercury
droplets placed at the minute marks. The camaraderie was
among graduate students who were the night staff or night rats
of the laboratory, as we called ourselves, andmany experiments were
done, without the knowledge and sometimes permission, of the
faculty, in collaboration with fellow students or postdocs who had
access to equipment and understanding that was not available in our
home laboratories. That cooperation, born perhaps in a more
abundant and optimistic era, greatly expanded the range of our
capabilities.

The past: the importance of language

The idea that cell death was a natural event was evident in the
19th C. It was indeed obvious, as anyone who reflected on arthropod
or amphibian metamorphosis would have said. Elie Metchnikov
noted, in his ground-breaking studies of the immune system and
phagocytosis, that many of these cells died, and many embryologists
and developmental biologists observed that cells died as organs
changed. Rita Levi-Montalcini and Viktor Hamburger observed that
the sympathetic ganglia of developing chicks were larger in the

segments that bore limbs, not because of increased mitosis of neural
precursors but because of many neural precursors in the unfavored
segments spontaneously died; and John Saunders demonstrated that
patches of dying cells in chick limbs would die even if excised
prematurely and grown in culture (Maghsoudi et al., 2012). In my
training, my mentor Carroll M. Williams was legendary for the use
of colorful language—“a moth is a flying machine devoted to sex” as
well as some less printable comments—and as students we all tried
to emulate him. His group met late every afternoon for tea, where
conversation often involved batting around each other’s ideas. In
this context, the nascent world of computers was often mentioned
and, perhaps the suggestion of a fellow student, we started to discuss
my results as “programmed cell death”. Despite some later
confusion about how rigid a program might be, we used the
term precisely because we could define it by our ability to block
it, in the instance of muscles dying during metamorphosis of an
insect, by interfering with endocrine and neural signals. The history
is recounted in (Clarke and Clarke, 1996; Lockshin and Zakeri, 2001;
Vaux, 2002).

We chose the term because it was new and eye-catching. The
choice was propitious. Although it meant something obvious—that,
at least in developmental situations, if the death of a particular cell
could be predicted to occur at a given location and time, it ultimately
had to be part of the genome as much as the eruption of teeth,
puberty, the involution of the thymus, or eye color—the phrase
brought the idea to the attention of others in a way that more pallid
language did not. Thus, from the 1960s onward, developmental
deaths began to be described as “programmed”.

In 1972 Kerr, Wyllie, and Currie introduced a wider view. John
Kerr, a pathologist, had been noting for some time that many dying
cells did not explode, as would be expected if failure of metabolic
resources such as oxygen led to accumulation of lactic acid and
osmotic intake of water; but rather, they collapsed, and the nuclei
became very dense and dark. He called this type of death “shrinkage
necrosis”. We were aware of each other’s work since the insect cells
we studied underwent a similar collapse, though lysosomes were
muchmore evident in dying insect tissue. In 1972, Kerr on sabbatical
leave in the laboratory of Alastair Currie and his graduate student
Andrew Wyllie, sought a term to emphasize the generality of this
type of death. Consulting a scholar of Greek, they chose “apoptosis,”
meaning “falling of leaves,” to emphasize the idea that it could be the
bookend to “mitosis” and distinct from other types of cell death such
as lysing cells or coagulative necrosis. Again, a term struck the right
chord, and the term “apoptosis” began to percolate through the
literature. Arends, Morris, and Wyllie (Arends et al., 1990) picking
up on earlier suggestions that the peculiar condensation of
chromatin characteristic of apoptosis might result from inter-
nucleosome cleavage of DNA by a bacterial-type DNase,
demonstrated that apoptosis could be detected by
electrophoresing DNA and observing a ladder of DNA fragments
representing cleavage between nucleosomes. The assay was cheap
and easy, leading others to detect apoptosis in situations where the
short survival time of an apoptotic cell would normally obscure the
existence of apoptosis. Finally, in the late 1980s, groups beginning
with Sidney Brenner, Charles Sulston, and H. Robert Horvitz
identified genes that actually controlled cell death in
roundworms, one of which was quickly recognized to be a
protease homologous to human genes (Yuan et al., 1993; Xue
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et al., 1996); while insects proved valuable in identifying inhibitors of
apoptosis (IAPs) (Crook et al., 1993) including p35 (Sahdev et al.,
2003); groups in Japan (Itoh et al., 1991) and Germany (Trauth et al.,
1989) recognized that cells of the immune system that could kill
other cells did so with a molecule (Fas Ligand) that attached to a
receptor on the target cell (Fas), activating a death pathway; B-cell
lymphoma was recognized as arising from amutation in a gene (Bcl-
2) that normally functioned to prevent activation of apoptosis but
could not, in the mutation, be turned off (Korsmeyer et al., 1990;
Tsujimoto and Shimizu, 2007); and another gene, found to be
mutated in many cancers, was identified as a gene that, when
activated, killed potentially cancerous cells (p53: (Yonish-Rouach
et al., 1991; Lowe et al., 1994). The newly-developed accessibility of
genes, by identification and manipulation, that if not exclusively
then at least primarily, affected cell death in cancer, led to the

explosive expansion of the field. Thus the idea finally achieved broad
recognition: cells commit suicide, and the process was potentially
manipulatable for medical purposes.

The present

There are currently over ½ million publications identified by the
keywords “programmed cell death” or “apoptosis,” and more than
100 new publications are appearing every day. Comprehensive
reviews can be found in many sources, and there is an extensive
effort to normalize the language so that the numerous researchers
use consistent and universally applicable terms. Such an effort is
perhaps a Sisyphean one but serves at least to prevent serious
misunderstanding.

TABLE 1 Summary of the major types of cell death mechanisms currently proposed.

Type Initiating event Activating event Functional
sequence

Mechanism of
destruction

Inhibited by Morphology

Apoptosis
(intrinsic)

? Mitochondrial leakage? Casp9--> Casp3 Caspase inhibitors Shrinkage of cell,
condensation of
nucleus

Apoptosis
(Extrinsic)

Ligand binding (e.g.,
FasL, TNF)

Activation of membrane
receptor

Casp8--> Casp3 Caspase inhibitors Shrinkage of cell,
condensation of
nucleus

Autophagy/
Lysosomal

Metabolic imbalance Formation of autophagosomes
and engulfment of damaged
organelle

Cathepsins Cathepsins Leupeptin,
bafilomycin

Large numbers of
autophagic vacuoles
(initially)

Anoikis Loss of integrin-
dependent anchorage

?? Similar to intrinsic
apoptosis

FLIP

Autosis Failure of plasma
membrane Na+’K″
ATPase

? Similar to
autophagy

Efferocytois Death and
fragmentation of cell

? Consumption by
phagocytes

Entotic Engulfment of one cell
by another

? Lysosomal Lysosomal Ihhibitors of
actomyosin
interaction

Consuption of cell in
phagocytic vacuole

Ferrroptosis Oxidative perturbations GPX4 Iron chelators,
lipophilic
antioxidants

MPT necrosis Mitochondrial permeability
transition

Leakage of. . . CYPD Can become apoptotic

Necroptois ? Requires MLKL,
RIPK3

NETotic ROS In hematopoeitic line

Parthanatos PARP1 hyperactivation Bioenergetic failure AIF- and MIF-
dependent DNA
degradation

Programmed Extracellular signal
(hormone or other;
neural or other)
appearance or
withdrawal

? May become
autophagic or
apoptotic

Typically determined
by developmental
event

Pyroptosis ? Formation of plasma
membrane pores

Gasdermin Often from activation
by inflammatory
caspases
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A current trend in the field is to identify other forms of
controlled or regulated cell death, such as that caused or adjusted
by other metabolites (autophagic cell death (Liu and Levine,
2015))—considered in the 1960s to be the major form of cell
death--necroptosis, pyroptosis, ferroptosis. . . (Table 1) or
otherwise constrained (Galluzzi et al., 2009; Klionsky et al., 2016;
Galluzzi et al., 2018; Klionsky et al., 2021) and Galluzzi L et al.; an
update to (Galluzzi et al., 2018) is in preparation). They all serve the
purpose of identifying other components of dying cells, but the
fundamental issue may be that cells have failsafe pathways, such
that, should a critical metabolic process fail, the cell can safely
dismantle itself. Apoptosis is the most common, and in
developmental situations such failures are programmed into the
developmental sequence, triggering failures at the appropriate time.
Some of the failsafe mechanisms may be ancillary or hijacked
mechanisms for enzymes originally evolve for other purposes.

Discussion

The future

Most interesting, many efforts have beenmade to identify cell death
processes in plants (Joanna et al., 2021) yeast (Teng and Hardwick,
2015) and bacteria (Lee and Lee, 2019). Substantial progress has been
made for yeast. Not unexpected, most of these processes bear
insubstantial resemblance to apoptosis. For instance, the death of
yeast cells involves considerably more activity of autophagosomes
(Hardwick et al., 2022). Nevertheless, these diverse examples help us
to better understand the generalities of cell death.

In recent years we have learned a great deal about the delicate
balance among metabolic stability, autophagy, and apoptotic or
non-apoptotic death (Akkoc and Gozuacik, 2020; Peker and
Gozuacik, 2020; Akkoc et al., 2021) and remarkable new
technology has taught us the complexity of regulation of
mitochondrial transport and energetics (Luna-Vargas and
Chipuk, 2016; Trotta and Chipuk, 2017; Rubio-Patiño et al.,
2019; Chipuk et al., 2021). If we consider that cells are in
perpetually metastable states, depending on the input, output,
and balance among many reactions and ion distributions; and
that each failure sequence can trigger an appropriate failsafe
shutdown, then the future becomes more obvious if more
branched and complicated: To identify the trigger conditions that
initiate a failsafe shutdown such as activation of caspase-3, MLKL
and RIPK3 for necroptosis, inflammatory caspases for pyroptosis, or
other mechanisms for other named forms of cell death.

Conclusion

When we consider the truly biologically planned or
programmed deaths, such as those occurring during
development, metamorphosis, seasonal or cyclical activation and
de-activation of primary and secondary sexual tissues, or perhaps
even turnover of particular types of cells, it now seems apparent that
the proximate cause of death may be a murder weapon such as
caspase-3, but the ultimate cause is a change of metabolism, often
relating to mitochondrial function and permeability, derived from

an extracellular or other intracellular change. Extracellular changes
may include change in circulating hormones or death ligands. Other
intracellular changes are often unknown but suggest depletion of key
nutrients leading to autophagocytosis of specific organelles.
Considering that a defining moment in the story of programmed
cell death and apoptosis was the recognition that the ced-3 (Cell
Death abnormal) gene in Caenorhabditis was a protease with
homologs in mammals, it is striking that we still do not have a
clear sense of how ced-3 is activated. A temporal clock for the gene is
highly unlikely; a clock based on number of divisions is highly
unlikely, though an asymmetric division may play a role (Mishra
et al., 2018). It remains likely that the activation of ced-3 depends on
a concatenation of metabolic signals detected within the regulatory
elements of the gene, as it is likely that other programmed deaths are
ultimately triggered by metabolic events. For cell deaths not
following a developmental program, mutations of regulatory
genes can (bcl-2, p53) can lead to a failure of potentially
malignant cells to self-destruct, creating a major source of cancer;
and, in situations in which a crisis may be temporary, such as an
infarct subject to intervention, blockage of caspases may delay death
and salvage the affected cells (Jia et al., 2021), but for more delayed
intervention or more grievous injury, the cell will follow other
pathways to death. The questions of what controls the activation
of caspases and what sorts of metabolic changes are required to
activate apoptosis or other forms of cell death have been discussed,
at least in lectures, since 2000, but are now appearing in the
literature. We can now explore, via big data and artificial
intelligence, the interactions between proteins and metabolites, or
between different proteins (Jia et al., 2021), to determine what events
trigger the activation of the death pathways. Another layer of the
onion, perhaps approachable by a new generation of scientists.
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