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Thunderstorm downburst winds are a major cause of severe damage to

buildings and other infrastructure. The initiative of the NSF-NHERI Wall of

Wind (WOW) Experimental Facility to design and develop a downburst

simulator was established to open new horizons for multi-hazard

engineering research by extending the current capabilities of the facility to

enable the simulation of non-synoptic winds. Five different downburst

simulator designs have been tested in the 1:15 small-scale replica of the

WOW to identify the optimal design. The design concepts tested herein

considered both the 2-D impinging jet and the 2-D wall jet simulation

methods. The basic design methodology consists of transforming the

available atmospheric boundary layer (ABL) wind simulator into downburst

winds by adding an external modification device to the exit of the flow

management box. A flow characterization comparison among the five

contending downburst simulators, along with comparisons to real

downbursts and previous literature findings, has been conducted. The study

on the effect of surface roughness length on the height of the peak wind

velocity showed that the implementation of a 2-D plane wall jet enables large-

scale outflows (higher peak velocity height) with high Reynold numbers, which

is advantageous in terms of reducing scaling effects. In general, the current

research work showed that four downburst simulation methods were suitable

for adoption; however, only one downburst simulator was recommended

based on the feasibility of construction in the facility. The chosen downburst

simulator consisted of a two louver slat systemnear the bottom, with a blockage

at the top. This configuration enables producing a large rolling vortex passing

through the testing section, which would serve adequately in the further study

of turbulent flow characterization and testing of larger scale test models.
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Introduction

Thunderstorm downburst winds are stochastic, non-

stationary, non-Gaussian, localized, highly turbulent, and

extreme weather phenomena that produce high intensity

winds. Downbursts descend as a powerful jet of cold

downdraft wind as a result of atmospheric convection,

impinge vertically downwards into the ground, and diverge a

ring vortex that curls up and include an outflow in all radial

directions (Fujita, 1985, 1990). This outflow has the form of a 3-D

radial wall jet, creating severe horizontal wind velocities that lead

to substantial damage to surrounding structures. Downbursts are

characterized by their strong, highly spatiotemporal variable

wind shear stresses near the ground (Zhu and Etkin, 1985),

which impose a significant threat to low, medium, and high

buildings and long span structures such as transmission lines and

suspension bridges. The horizontal maximum wind velocities,

which typically exceed conventional design wind speeds, can

reach up to 75 m/s (Letchford et al., 2002), occurring at heights

between 30 and 100 m above the ground (Holmes, 1999;

Hjelmfelt, 2002; Lin & Savory, 2006) and with relatively short

durations lasting from 2 to 30 min (Selvam and Holmes, 1992;

Letchford et al., 2002; Lin and Savory, 2006). The sizes of

downbursts can be classified as microbursts (≤ 4 km

diameter) and macrobursts (> 4 km diameter), where

microbursts are the most detrimental. Extreme wind events in

the form of tornadoes and downbursts constitute 70% of the

worldwide natural disasters (Solari, 2016). Recent reports

(Hoogewind et al., 2017; NOAA, 2018; Dunsavage, 2020)

indicate an increasing number of strong convective

thunderstorms, which accounts for billions of dollars in

infrastructure damage and more than 150 fatalities on a yearly

basis in the United States and worldwide. Exacerbating future

extreme windstorm risks are indications from climate science

that more intense downbursts should be expected (Hoogewind

et al., 2017). Also, downbursts are the most common cause of

severe winds with a higher occurrence than tornadoes

(Aboshosha, 2014). Apart from causing various aircraft

accidents, forest destruction, and loss of life, downbursts are

the main cause of damage for many buildings every year due to

strong winds and high suction pressures affecting the building

facades, causing destruction on cladding elements, flying of

projectile debris, and thousands of roof blow-offs (Abd-Elaal

et al., 2018). Nevertheless, transmission power lines and towers

are the type of structures that suffer the most (Solari, 2018), with

several hundred failures, collapses that leave behind a trail of

economic devastation. However, limited research has been

focused on understanding the interaction between extreme

FIGURE 1
(A) Impingement jet model, credit: Sengupta and Sarkar, 2008. (B) 2-D Wall jet test model, credit: Lin and Savory, 2006; 2012.
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downburst winds and structures. The current lack of knowledge

pertaining to downburst flow characterization and their impacts

on the built environment has motivated researchers to simulate

large downburst outflows in a laboratory set-up to assess

downburst wind effects on the built environment. However,

the physical simulation of large-scale downburst outflows

implicates a great challenge due to the high complexity level

of the 3-D outflow and their unique spatial and temporal

localized nature. Fujita, 1986 was the first to use an impinging

jet (IJ) mechanism in a laboratory setting by using an inverted

plastic cylinder aloft blowing air vertically downward into a

circular plate with holes emanating smoke and visualizing the

formation and development of the ring vortex. Since then, several

researchers have continued to simulate downbursts using a

variety of solutions including numerical and experimental

methods. Numerical methods include 1) analytical IJ

(Oseguera and Bowles, 1988; Selvam and Holmes, 1992; Kim

and Hangan, 2007), 2) analytical vortex ring (Zhu and Etkin,

1985; Ivan, 1986; Vicroy, 1992), 3) empirical (Holmes & Oliver,

2000; Li et al., 2012), 4) hybrid models (Chen and Letchford,

2004; Solari et al., 2017), 5) Monte Carlo techniques (Wang et al.,

2013; Huang, 2015; Peng et al., 2017), and 6) CFD simulations

(Proctor, 1988, 1989; M. S. Mason et al., 2009a; Vermeire et al.,

2011; Zhang et al., 2013a, 2013b; Aboshosha et al., 2015).

Experimental methods are classified into three categories such

as 7) the fluid release method by buoyancy-driven fluid or

cooling source (Lundgren et al., 1992; Alahyari and Longmire,

1994), 8) the impinging jet (IJ) (Letchford and Chay, 2002;

Mason et al., 2007; McConville et al., 2009; Richter et al.,

2018; Junayed et al., 2019), and 9) the wall jet using strategic

modifiers in the classic wind tunnel to achieve the redirection of

flow. The fluid release method, also known as the cooling source

or ring vortex, depends on submerging one denser fluid into

another less dense fluid and obtaining negative driving buoyancy

that represents the atmospheric convection, in which a cold air

impinges through the hot air found near the ground level.

Although this method is the best representation of a

downburst phenomenon in its entirety (i.e., from formation to

dissipation), it is not applicable to structural testing applications

because of their small outflow scales generated with Reynolds

numbers (Re) in the order of 103 (Mason et al., 2007;Mason et al.,

2009a; Lin et al., 2015) and less than Re � 70, 000, which

represents a threshold value needed for a proper downburst

outflow to develop (Mason et al., 2007; Lin et al., 2015). The

second method is the impinging jet (IJ), which was utilized for

downburst applications by Fujita (1985), Holmes (1992), Wood

et al. (2001), Chay and Letchford (2002), Letchford and Chay

(2002), Mason et al. (2005), and McConville et al. (2009). The IJ

is an axisymmetric, circular turbulent forced jet of air obtained

from a nozzle with diameter D impinging into a wall

orthogonally at a distance H and spreading out radially a

turbulent 3-D wall jet as seen in Figure 1A. The impinging jet

(IJ) has three flow regions that assimilate the formation,

evolution, and development of a full-scale downburst. The

outflow or 3-D radial wall jet region exhibits a growth of the

wall jet thickness δ at a distance downstream from the center of

the stagnation region, also known as a touchdown. It includes the

maximum radial velocity of a downburst �Umax(x, y, z, t) at a

peak height zmax, which constitute two main parameters of

importance for structural applications. Sengupta and Sarkar,

2008 suggested that the IJ is the best representation of a full-

scale real downburst making this test reliable for structural

engineering applications. However, assumptions exist in the

way the IJ is implemented. For example, a typical IJ produces

a single, axisymmetric jet of air mostly at a stationary position.

However, downbursts dynamics are complex as they involve the

formation of clustered and unsymmetrical geometries (not

necessarily circular), translating during the downdraft

impingement and hitting the ground at a tilt (Mason et al.,

2009b). For this reason, the IJ method is limited and can only be

classified in three categories to account for these particular

dynamic complexities as follows: 1) the IJ type that includes

stationary and steady impinging jets (Letchford and Illidge, 1999;

Wood et al., 2001; Hangan et al., 2004; Sarkar et al., 2006;

Sengupta and Sarkar, 2008; Xu and Hangan, 2008; Zhang

et al., 2013a; Jesson et al., 2015; Elawady et al., 2017), which

entails opening the nozzle and leaving it open, hence allowing the

jet flow run continuously and hitting a wall orthogonally, 2) the

second IJ type includes stationary and transient (pulsed) jets

(Landreth and Adrian, 1990; Hangan et al., 2004; McConville

et al., 2009; Jesson et al., 2015; Jubayer et al., 2016), which entails

using a valve control mechanism that allows a pulse of air exit the

nozzle momentarily; the term “pulse” meaning a short-lived,

isolated downdraft of air, and 3) the third IJ type includes a

translating nozzle with a steady jet (Letchford et al., 2002; Mason

et al., 2005; Hangan et al., 2017; Asano et al., 2019), which entails

a continuous flow of air hitting an orthogonal wall while moving

the nozzle sideways during this operation. An example of this test

is found at the WindEEE facility that has a diameter range

between 1.6 and 4.5 m and can simulate IJ while translating at

a wind velocity of 2 m/s over a horizontal distance of 5 m

(Hangan et al., 2017).

The typical procedure for the IJ is to maintain a fixed height

to diameter ratio H/D, where H is the distance from the nozzle tip

to the orthogonal wall surface, and D is the nozzle diameter that

represents the jet diameter of the flow before impingement into

the orthogonal wall surface. The recommended value for H/D

was found to be larger than one, in order to be able to develop a

complete main ring vortex (Kim et al., 2007) so that a significant

large 3-D outflow size with a maximum horizontal velocity is

obtained downstream from the stagnation point. The outflow is

dependent upon the lower values of Re but start to become

independent at Re � 70, 000 (Mason et al., 2007; Mason et al.,

2009a; Lin et al., 2015). It is always recommended to maximize

the Re in laboratory simulations as much as possible to mitigate

possible scaling effects (Lin and Savory, 2006; Xu and Hangan,
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2008). The 2-D plane wall jet application has shown great

feasibility to create larger outflows than any other existing

downburst simulation methods as shown in Figure 1B. The

typical 2-D plane wall jet method can be achieved by using

different means for redirecting the flow near the ground surface

in a classic wind tunnel. The 2-D wall jet provides a simpler and

more compact outflow to prevent lateral expansion as is the case

of the 3-D radial wall jet flows from an IJ application (Van Hooff

et al., 2012). A 2-D wall jet is defined as a shear flow along a wall

that is produced by an inertial supplied momentum from a slot

opening where the stream-wise velocity over some region within

the shear flow exceeds that of the external stream (Launder and

Rodi, 1983). The 2-D wall jet consists of an inner layer and outer

layer. The inner layer (i.e., boundary layer) constitutes a highly

turbulent viscous layer that starts from the wall to the height of

maximum velocity zmax and it contains the characteristics of the

conventional ABL properties. The outer layer extends from above

zmax to the outer edge of the flow and consists of a free shear

layer, also known as the mixing region. The strong interaction of

these two layers at the interface form a complex turbulent

outflow that is difficult to characterize. It is relevant to note

that the wall jet thickness z constitutes both layers up to where

the velocity is reduced to that value above the shear layer. It is

usually calculated up to the height where half of the maximum

local velocity is reached. Several examples of previous 2-D wall

jets used in downburst applications include the addition and/or

modification at the lower part of a classic wind tunnel by

introducing a slot jet near the wall region (Lin and Savory,

2006; Lin et al., 2007). Other 2-D wall jet examples include

the operational control of strategic individual fans from a multi-

fan assembly generating a gust front near the wall (Cao et al.,

2002; Sassa et al., 2009; Zhao et al., 2009), the addition of rotating

plates (Matsumoto, 1984) or shutters (Matsumoto, 2007), and

the addition of blades connected to a stepper motor and rotated

at different angles of incidence (Butler and Kareem, 2007;

Aboutabikh et al., 2019; Le and Caracoglia, 2019). The

advantage of the 2-D wall jet method over the IJ is that it

enables the creation of larger sized outflows in smaller spaces.

However, the Reynolds numbers achieved in the majority of the

2-D wall jet tests presented in Table 1 (except for the large-scale

2-D wall jet at the University of Western Ontario) have low

values compared to the Reynolds number achieved by the largest

IJ facility at WindEEE. The reason is because these previously

tested 2-Dwall jets have been implemented in small scales only. It

is important to note that the 2-D wall jet simulation method is

limited as it is does not enable the simulation of the downburst

formation, free jet or impingement but only considers the

outflow region that occurs after downdraft impingement

(O’Donovan, 2005). This is particularly crucial for structural

testing applications with the opportunity of reducing a Re

dependency. The 2-D wall jet has a higher potential to

achieve larger Reynolds numbers than the IJ method in a

smaller space because it depends on fewer geometrical

variables. For example, the 2-D wall jet depends on the height

of the slot opening b, the jet velocity Ujet, and the surface

roughness length z0, whereas the IJ not only depends on these

geometrical variables mentioned but also on the ratio H/D, where

H is the height from the ground to the tip of the nozzle and D is

TABLE 1 Typical Reynolds numbers of full-scale and experimental downbursts.

Downburst type Local Reynolds
number, Re

Comment

Real downbursts, with local Re based on z max and �U max Downdraft diameters and peak heights

NIMROD, May 19th–1 July 1978 (Fujita, 1981; Lin and Savory, 2006) 1.09 · 108 D = 2000 m, �Umax = 32 m/s, and z max = 50 m

JAWS, May 15th–9 August 1982 (Hjelmfelt, 1988; Bolgiani et al., 2020) 6.6 · 107 D = 1800 m, �Umax = 12 m/s, and z max = 80 m

Andrews AFB, 1 August 1983 (Lin and Savory, 2006) 2.2 · 107 D < 2000 m, �Umax = 67 m/s, and z max >4.9 m

Experimental 3-D IJ, with local Re based on z max and �U max Nozzle diameters and peak heights

Wind Engineering Energy and Environment, WindEEE (Junayed et al., 2019) 9.4 · 104 to 1.66 · 105 D = 1.6–4.5 m and z max = 0.1 m

University of Birmingham, (McConville et al., 2009) 3.74 · 104 D = 1 m and z max = 0.025 m

Iowa State University, Sarkar et al. (2006); Sengupta and Sarkar, (2008); Zhang et al.
(2014)

2.64 · 104 to 4.79 · 104 D = 0.203–1.83 m and z max = 0.062 m

Texas Tech University, TTU (Chay and Letchford, 2002; Hangan et al., 2017) 2.17 · 104 D = 0.51 m and z max = 0.02 m

University of Western Ontario Impinging Jet, Xu and Hangan, (2008); Xu et al. (2008) 641 to 3.63 · 103 D = 0.038–0.22 m and z max = 0.003 m

University of Sydney, (Mason et al., 2009b) 1.7 · 103 D = 0.104 m and z max = 0.002 m

Experimental 2-D wall jet, with local Re based on z max and �U max 2-D outflow peak heights

University of Western Ontario, small-scale (Lin & Savory, 2006; Lin, 2010) 2.22 · 104 z max = 0.007 m

University of Western Ontario, large-scale (Lin et al., 2015) 1.82 · 105 z max = 0.18 m

University of Miyazaki, (Sassa et al., 2009) 6.95 · 104 z max = 0.049 m

North Eastern University, (Le and Caracoglia, 2019) 6 · 104 z max = 0.091 m
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the diameter of the nozzle. Thus, for IJ applications, a large space

is required to maintain a reasonable H/D ≥ 1 and simulate

proper 3-D outflows away from the center of impingement. In

the case of the 2-D wall jet, a smaller space for testing can be

utilized as demonstrated by Abdelwahab et al. (2022) for the

design of a multi-purpose wind tunnel that allows the

development of ABL, tornadoes, and 2-D downburst outflows

in a reduced space. Other advantages of the 2-D wall jet are that it

offers a more economical solution, ease of assembly, and simpler

testing. On the other hand, the drawbacks of the 2-D wall jet

include the limited size of the wind tunnel, possible boundary

condition effects from the side walls, and roof or any other solid

obstacles in the testing area, which could disturb the size and

quality of the produced downburst outflow. Also, the 2-D wall jet

discards relevant properties of the downbursts that the IJ include

such as a strong viscous-inviscid interaction between a primary

and secondary layer at impingement that can further increase

zmax to higher elevations (Walker et al., 1987; Mason et al., 2010).

Another example is the translating or tilt effect happening in

real downbursts, which can only be carried out in the IJ. At the

end, the 2-D wall jet outflow is just a representation of a

“vertical slice” of the 3-D outflow field as obtained in a real

full-scale downburst and IJ test set-up (Le and Caracoglia,

2020). The 2-D wall jet is very limited in only producing a

single primary rolling vortex of significant size exiting the slot

height b. Table 1 shows the various Reynolds number (Re) that

represent the typical outflow sizes that can be attributed to

various downburst real full-scale events, experimental IJ and

2-D wall jets. Several criteria have been previously adopted to

estimate the Reynolds number in downburst applications as

follow: for real downburst events are based on zmax (Fujita,

1981; Hjelmfelt, 1988), IJ tests are based on the nozzle

diameter D (Junayed et al., 2019), and 2-D wall jet tests

based on zmax (Lin et al., 2015) or the slot height b (Lin

and Savory, 2006, 2010). The corresponding values of these

experimental Re values will give an approximate outflow size

despite the different parameters used to calculate Re. There

must be a consistency in the calculation method used when

comparing the Re of full-scale downburst events to the Re

from experiments by using the same parameters. The most

practical parameters to use would be the peak velocity �Umax

and peak height zmax as presented in Table 1.

IJ tests are widely used among wind engineers because these

tests provide a closer approximation to real downbursts. It

is noted from Table 1 that the largest IJ is the WindEEE

facility with a Re value three orders of magnitude smaller

than the average Re value from a real downburst like the

NIMROD full-scale event. The smaller Re values of

experimental tests demonstrate a mismatch of the kinematic

similarities between full-scale and experimentally simulated

downburst events. The main motivation of the current article

is to simulate and characterize a reliable downburst outflow of

significant size at the National Science Foundation (NSF)-

designated Experimental Facility (EF) Wall of Wind (WOW)

to further extend the current capabilities of the national facility.

The study aims to identify and optimize the design concept of a

large-scale downburst simulator that is suitable for structural

aerodynamic and aeroelastic testing at larger scales. Also, to

investigate how the peak height zmax is affected by the

topography and increase of the surface roughness length z0.

This article outlines the development and comparison of results

among five different downburst simulator designs: one of a 2-D IJ

type and four 2-D wall jet types. One downburst simulator will be

chosen and tested in a smooth terrain and two different

roughnesses to determine the quality of the outflow and the

turbulent statistical characteristics of the downburst outflow. The

results are compared to published results from previous field

measurements, numerical analysis, and experimental results.

Experimental set-up

Wall of Wind Experimental Facility

The NSF-Natural Hazard Engineering Research

Infrastructure (NHERI) Wall of Wind (WOW) Experimental

Facility (EF) located in Miami, Florida is a large-scale,

conventional, and boundary layer open jet wind testing facility

that is capable of testing small- to full-scale destructive and non-

destructive models of various types of civil engineering

structures. It consists of an arched plenum, contraction

section, and a flow management box that allows an open jet

flow to be discharged downstream into a testing section area. An

airflow of 135.9 m3/s is achieved by using twelve propeller fans

arranged in two rows by six columns arc pattern with an

individual fan diameter of 1.83 m and operated by respective

fan motors that deliver a total power of 6,264 kW altogether. The

range of wind velocities are initialized from a minimum of

4.47 m/s to a maximum of 71.53 m/s, hence reaching

Saffir–Simpson category five hurricane wind velocities. It also

includes a set of vertical spires that help produce ABL

characteristics in the exiting flow and consists of a

mechanically operated roughness elements that allows the

modification of various surface roughness conditions.

Figure 2A shows the intake and Figure 2Bshows the exit of

the WOW facility. The produced ABL wind flow field is equal to

the size of the flowmanagement box cross-sectional area of 6.1 m

wide by 4.3 m high and passes through a 4.9 m diameter

turntable center (where the test models are fixed at the base)

located at 6 m from the flow management box outlet. The overall

longitudinal fetch of the wind flow field exiting the flow

management box outlet and passing through the turntable

section is a total of 11.63 m long. More details on design,

dimensions, and construction of the full-scale WOW can be

found in the following articles by Chowdhury et al. (2017),

Chowdhury et al. (2018). Strategic downstream horizontal
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locations away from the wind jet initiation (i.e., flow

management outlet) are analyzed in this study including the

turntable front (TTF), turntable center (TTC), and turntable

back (TTB).

Small-scale Wall of Wind

The WOW EF is equipped with a 1:15 replica of the flow

simulator (called small-scale WOW thereafter), which contains

FIGURE 2
(A) Full-scale WOW intake; (B) full-scale WOW flow management box; (C) small-scale 1:15 WOW intake; and (D) small-scale 1:15 WOW flow
management box.

FIGURE 3
Downburst simulator options: (A) Option A, (B) Option B, (C) Option C, (D) Option D, and (E) Option (E)
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identical components of the full-scale WOW flow management

box including the spires, the arched plenum, and testing

section. The small-scale WOW serves to carry out physical

testing for new preliminary designs and concepts to assess the

wind flow behavior before implementation at higher cost at the

full-scale facility. The small-scale WOW is built out of wood

and is run by a system of twelve electronic operating propeller

fans of 127 mm diameter each. A piece of control software runs

the twelve fans velocity and operation duration. The current

study involves the tryouts of five different downburst

simulators in the small-scale WOW so that one of these can

be selected and be built in the large-scale WOW. In addition to

a smooth plywood surface in the testing section floor of the

small-scale WOW (assumed to be open terrain in this study),

two different roughness with varying thicknesses were added to

the test section floor to account for the effect of increasing

surface roughness length z0 on downburst flow fields. Figures

2C,D show the intake and exit of the small-scale WOW,

respectively, as similarly presented in Figures 2A,B for the

full-scale WOW. The dimensions of flow management box

of small-scale WOW are 397 mm wide by 291 mm high and

provide a characteristic ABL profile. A maximum wind velocity

of 12 m/s at a height of 178 mm was measured with an

anemometer when running all twelve fans at 10% of the rpm

throttle capacity of the system, which was used for all

downburst tests in this study.

Downburst simulator designs

As mentioned earlier, five different downburst simulator

options were designed and tested in the small-scale WOW.

One 2-D IJ simulator and four 2-D wall jet simulators were

considered and tested in the small-scale WOW to simulate

downburst flows. Figure 3 shows schematics of all five

downburst simulator options. For Option A, as seen in

Figure 3A, a blockage is installed in front of the flow

management box, completely shutting the WOW flow field

and redirecting the wind upward. The compartment with

controllable louvers stores a volume of air of 1,282 cm3. When

a downburst is desired, the venting louvers will be closed, and a

second set of louvers will open, allowing wind to flow downward

on the turntable side of the blockage wall, creating a 2-D

impinging jet that collides with the ground and forms a

downburst-like vortex. Controlling the duration of time for

opening/closing the louvers would allow for control of the

downburst event duration. After the IJ takes place, a single

main rolling vortex is formed traveling across the testing

section downstream. The three regions conforming the IJ, the

free jet, the impingement and outflow region are maintained with

this type of downburst simulator. This type of simulator is one of

a kind as it enables converting a classic wind tunnel into a 2-D IJ

like downburst simulator without the need of blowers and

nozzles positioned vertically and oriented downward. Option

B, shown in Figure 3B, consisted of an opening near the ground

and a fixed set of venting louvers placed at an angle of 45+

upward, which were used to reduce the built-up wind and avoid

any possible back flow pressure hindering the WOW fans while

in operation. In this design, the downburst ramp-up and ramp-

down wind speed time history behavior was obtained using a

gravity gate (GG) placed between the flow management box exit

and the downburst simulator. The GG was completely blocking

the opening, then pulled up quickly so that it momentarily

allowed the wind flow exit near the bottom region for a short

period of time and then closed back by free fall so that it returned

to the original position behind the slot opening. The use of the

GG as a mechanism for opening and closing was abrupt. Option

C in Figure 3C consisted of four louver slats, while both Option D

in Figure 3D and Option E in Figure 3E consisted of two louver

slats. The reduction in the number of the louver slats was to

enable more simplicity in the construction and operation phases.

For both options, D and E, the louver slats were placed at the

lower region of the downburst simulator and were set to open

and close in an automated rotational mechanism. This

close–open–close actuator mechanism was operated by means

of servo motors rotating the slat’s supporting rods about their

cross-sectional axes. The louver slats were closed (i.e., placed in a

vertical position) and opened while rotating gradually

counterclockwise 70+ and staying at 20+ angle with reference

to horizontal position. In Option E, Figure 3E has the same

opening configuration and lower slat of Option D but with a

different closing mechanism, consisting of a gravity gate (GG)

that drops down to block the flow based on a preset time duration

determined based on the desired downburst target duration. The

experimental protocol used herein on all downburst simulator

options included taking flow measurements of 26 horizontal

downstream distances away from the 2-D wall jet initiation in

increments of 25.4 mm, and mainly concentrating on three

strategic positions within the testing section area indicated by

the turntable front (TTF), turntable center (TTC), and turntable

back (TTB) in order to study the wind flow field evolution and

wall jet growth. For all downburst simulators herein, each test

run lasted 20 s, and longitudinal wind velocity measurements

were obtained at different heights. The opening and closing time

for all downburst simulator systems were programmed to last 3 s.

The opening started at the 8 s marker and closed at the 11 s

marker.

Addition of roughness

The floor of the testing section consists of a plywood surface,

representing a smooth terrain condition. In addition, two surface

roughness of thickness 6 and 10 mm with a plastic and artificial

grass texture were implemented to determine the variation in the

outflow under the influence of surface roughness length z0.

Frontiers in Built Environment frontiersin.org07

Mejia et al. 10.3389/fbuil.2022.980617

https://www.frontiersin.org/journals/built-environment
https://www.frontiersin.org
https://doi.org/10.3389/fbuil.2022.980617


A schematic summary layout of the downburst simulator

design process and selection is shown in Figure 4 to facilitate the

work presented herein.

Instrumentation and test plan

Two types of measurement probes were utilized to

measure the wind velocities at different heights and

horizontal distances in the test section. The two data

acquisition systems consisted of a Scanivalve™ DSA

3217 with a sampling frequency of 500 Hz and a Turbulent

Flow Instrumentation™ Series 100 Cobra probes with a

sampling frequency of 2,500 Hz were used as shown in

Figure 5A. The use of two different acquisition systems

served as a validity cross-check between these two when

repeated test runs were performed. Both acquisition

systems complemented each other by providing an overall

analysis of the downburst outflow development at strategic

locations of the turntable as shown in Figure 5B. The

Scanivalve™ DSA 3217 differential pressure measurements

were obtained with sixteen pitot tubes made from brass hollow

pipes of 0.36 mm internal diameter and were positioned in a

vertical rake spaced at uniform height increments of 12.7 mm

above the floor level reaching to a maximum height of

203.2 mm. The differential pressure or the dynamic wind

pressure was obtained using the following Eq. 1:

Δp � ptotal − pstatic � 1
2
ρairU

2, (1)

where Δp is the differential pressure, ptotal is the total pressure

measured inside the pitot tube, pstatic is the static pressure, ρair is

the air density, and U is the upstream longitudinal wind velocity.

To check the test repeatability and as a cross-check, the Cobra

probe’s rake was also placed at the same downstream horizontal

distances coinciding with the Scanivalve™ pitot tube’s rake but

this time considering different heights (because of the size

difference), corresponding to z = 12.7, 50.8, 101.6, 152.4, and

203.2 mm, respectively.

Discussion of results

Decomposition of downburst wind
velocities

Downburst winds are non-stationary and localized in

time with a sudden intense 2-D wall jet constituting a

primary ring vortex growth. Downburst instantaneous

total wind velocities are typically decomposed by a

FIGURE 4
Schematic summary layout of the downburst simulation design process and selection.
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classical moving average filter into their moving mean and

fluctuating wind velocities as suggested by Choi and Hidayat

(2002), Chen and Letchford (2004), and Holmes et al. (2008),

Solari et al. (2015). The total instantaneous wind velocity of a

downburst at any height z at any time t and a downstream

horizontal distance x is defined as the vector summation of a

central moving average wind velocity and a fluctuating wind

velocity as follows:

U(x, y, z, t) � �U(x, y, z, t) + u′(x, y, z, t), (2)

where U(x, y, z, t) is the total instantaneous wind velocity at

height z and time t; �U(x, y, z, t) is the slowly varying, non-

turbulent, and moving mean wind velocity, which is obtained

from averaging the data using a convenient average time window

Tave; and u′(x, y, z, t) is the turbulent fluctuating wind velocity.

The extraction of the slowly varying mean �U(x, y, z, t) can also

be carried out by different filtering methods other than the

classical moving average such as the wavelet transform,

Hilbert transform, and the empirical decomposition (Wang

et al., 2013, 2014; Huang et al., 2015). The arbitrary selection

of a suitable average time window Tave depends on a best

visual fit. The filtering of the random fluctuations from the

entire time domain should allow the moving mean wind

velocity retain the changes found in the peak zone

consisting of a ramp-up, plateau, and ramp-down (Lin and

Savory, 2010). For any velocity time history decomposition of

downburst winds, it can be noted that the residual fluctuating

wind velocities also maintain a non-stationary pattern because

of its transient, sharp, and sudden peak zone associated with

the passage of a single rolling vortex. In order to analyze

downbursts similarly to synoptic winds with a Gaussian

behavior, a reduced turbulence fluctuation with a zero

FIGURE 5
(A) Side view of test section with measurement rakes. (B) Plan view of test section.

Frontiers in Built Environment frontiersin.org09

Mejia et al. 10.3389/fbuil.2022.980617

https://www.frontiersin.org/journals/built-environment
https://www.frontiersin.org
https://doi.org/10.3389/fbuil.2022.980617


mean and unit standard deviation method was implemented

by Solari et al. (2015) and shown in the following Eq. 3.

ũ′(x, y, z, t) � u′(x, y, z, t)
σu′(x, y, z, t), (3)

where ũ′ is the reduced turbulence wind velocity; u′ is the

residual turbulence wind velocity, and σu′ is the standard

deviation of the residual turbulence wind velocity. A

representative feature of downburst time history is the peak

zone that demonstrates a sudden wind velocity rise composed

of a ramp-up, plateau, and ramp-down. The sudden increase in

the wind velocity is a result of the transient passage of a main

rolling vortex which grows, decays, and eventually dissipates

causing high turbulence. In this study, the instantaneous wind

velocity time histories are decomposed into their slowly varying

mean wind velocities �U and residual fluctuating turbulent wind

velocities u′ using the classical moving average filter explained

herein based on the ideal selection of a short and suitable

average time Tave moving window (Holmes et al., 2008; Solari

et al., 2015). Thus, arbitrary values of Tave were selected. The

value Tave of 0.5 s was selected for simulator options C and D,

while a smaller value Tave of 0.1 s was selected for simulator

options A, B, and E, following the classical moving mean

decomposition criteria. Figure 6 shows the moving mean

horizontal velocity time histories for each of the five tested

downburst simulators at the TTC in smooth terrain

(i.e., Options A, B, C, D, and E in colored markers). The

figure also shows the superposition of each of the tested

simulations at the ramp-up and ramp-down to a measured

downburst event moving mean velocity time history (black

solid line) that occurred in port La Spezia, Italy (Solari et al.,

2012; Romanic et al., 2020). This procedure was performed as a

validation to a field downburst event and a check of

performance for each downburst simulator. From this figure,

the shape of the spike or “peak zone” is established for each

downburst simulator.

In an attempt to validate whether the downburst main

characteristics are obtained in the experimental simulations,

the wind velocity time histories were scaled to match a full-scale

downburst in time and velocity using Eqs 4, 5, respectively.

The experimental results were superimposed to match the

baseline and peak height mid-points of a real full-scale

downburst, which is one of many recorded through the

“Wind and Ports” (Solari et al., 2012) and “Wind, Ports, and

Sea” (Repetto et al., 2018) ongoing campaign projects that

have captured downburst outflows with high resolution

anemometers.

Um,scaled(t) � {Um(t) − Bm} 1
λU

+ Bp, (4)

Tm,scaled(t) � {Tm(t) − τm} 1
λt
+ τp, (5)

where Um,scaled(t) and Tm,scaled(t) are the scaled experimental

velocity and time history of the small-scale downburst simulator,

respectively; Um(t) and Tm(t) are the actual velocity and time

history obtained using the small-scale downburst simulators; andBm

and Bp are the corresponding horizontal baselines of the simulated

and full-scale downburst flow, respectively. The baseline is drawn as

a horizontal line by taking a mean wind velocity of the stationary

process prior to the start of the ramp-up zone. A velocity scale λU is

FIGURE 6
Velocity time history comparison among all downburst simulations for options a, b, c, d, e and a real downburst event Termed La Spezia 0720;
courtesy of Professor Giovanni Solari and “Wind and Ports” and “Wind, Ports, and Sea” Campaigns.
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defined as the ratio between the relative height from the baseline to

themaximumvelocity value of the small-scale downburst simulators

(models) and the full-scale downburst (prototype). A time scale λt is

defined as the ratio between peak zone time duration of the

experimental simulations and the peak zone time duration of the

full-scale downburst. The peak zone time duration is defined herein

as the difference between the time instant of the ramp-down mid-

point minus the time instant of the ramp-up mid-point. Figure 6

shows that the shape of the time histories is not identical among the

five different simulators. In some simulators the peak zone has a

rectangular shape and others a triangular shape. The rectangular

shape indicates a sudden, sharp, and abrupt change of wind

velocities. This rectangular unique trend was found only in

downburst simulator options B, D, and E from which B and E

included the GG. The triangular peak zone shapes were found for

the remaining downburst simulators A and C. In addition, as a

second method to compare with field measurements, the slopes of

the ramp-up and ramp-down, which represent the acceleration or

deceleration respectively, were calculated. For example, the ramp-up

acceleration values for the full-scale La Spezia 0720, option A, option

B, option C, option D, and option E are 0.19, 0.18, 1.26, 0.16, 0.12,

and 0.47 m/s2, respectively. The ramp-down deceleration values

are −0.11, −0.13, −0.87, −0.18, −0.11, and −0.92 m/s2 for the

same corresponding downbursts. All downburst exhibits a

reasonable value for the accelerations that compares well with

the acceleration value of the full-scale event. Option D is being

on the low acceleration side, andOption B is on the high acceleration

side. The use of a GG greatly increases the acceleration and

deceleration happening in the ramp-up and ramp-down,

respectively, in the case of Option B. This is because of the

abrupt way the GG operates in the opening or closing

mechanism. The opening of the slats in option E was shown to

openmuch quicker than compared to optionDdespite being similar

openingmethods. This is due to amechanical activation glitch found

in the servo motors that open the louver slats at a faster rotational

speed if the automation profile is set to open only and is slower for

FIGURE 7
Vertical velocity profiles of normalized horizontal wind velocities for: (A) instantaneous wind velocities at TTC; (B) envelope wind velocities at
TTC; (C) envelope of Option E at different horizontal distances; (D) envelope of Option D and Option E at TTC for different roughness; and (E)
horizontal velocity profile validation.
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opening and closing mode. The rate of opening is fundamental in

determining the ramp-up acceleration. Based on this result, in the

author’s opinion, all the downburst simulator options tested herein

are suited for the generation of typical downburst horizontal time

histories. However, looking at the ramp-up and ramp-down zones,

Option B should be excluded and considered failed.

Velocity profiles

The vertical velocity profile of the horizontal velocities with a

typical “nose shape” is one of the primary downburst

characteristics that differ significantly from the common

atmospheric boundary layer (ABL) profile. Figure 7 shows the

TABLE 2 Small-scale downburst test configurations at the WOW TTC.

Test
number

Downburst
simulator

Surface
roughness
description
at floor

Surface
roughness
thickness
(mm)

Opening
dimensions,
breadth
x width (mm)

Umax ,local
(m/sec)

zmax
(mm)

Re (based
on zmax)

1 Option A: single
louver box

Smooth terrain 0 52.40 × 396.88 6.80 25.4 1.18 · 104

2 Option B: open at
bottom

Smooth terrain 0 67.818 × 396.88 13.89 12.7 1.21 · 104

3 Option C: four slat gate Smooth terrain 0 152.4 × 396.88 12.83 12.7 1.11 · 104
4 Option D: two louver

slat, no Gravity gate
Smooth terrain 0 101.6 × 396.88 14.01 12.7 1.22 · 104

5 Option E: two louver slat
with gravity gate

Smooth terrain 0 101.6 × 396.88 12.82 12.7 1.11 · 104

6 6 mm thick 6 14.07 25.4 2.44 · 104
7 10 mm thick 10 12.42 50.8 4.31 · 104
Predicted
(Option E)

Large-scale downburst
simulator

Smooth terrain 0 1,524 mm x 5,943.6 mm 30
(controllable)

190.5 3.90 · 105

FIGURE 8
Downburst time history recorded at various heights using the 16 pitot tubes at the TTC using downburst simulator Option E in smooth terrain.
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vertical profiles of the normalized moving mean horizontal

velocities for all five tested simulators. Figure 7A shows the

instantaneous velocity profiles measured at the time instant of

the local maximum velocity at the TTC, and Figure 7B shows the

envelope velocity profiles, which are defined as the local

maximum velocities recorded across all times for each height.

It can be seen from both figures that the shape of the nose is

observed, with option A providing the largest peak height z max. It

can also be seen that option E provides a steeper slope above the

peak height than the rest of the options. The next steeper slope is

exhibited by option B. Both options use a gravity gate, which

confirms that the use of a gravity gate steepens the slope.

Figure 7C shows the envelope of downburst vertical velocity

profile for Option E at several downstream strategic locations of

interest such as location of maximum velocity, TTF, TTC, and

TTB. As in the case of Option E, it was noticed that all downburst

simulators exhibit the global maximum velocity across the entire

flow field �Umax ,global happening in the close vicinity of the louver

slats opening. It can be seen that the slope of the vertical velocity

profile becomes steeper as the outflow moves downstream. The

figure also shows the velocity profile with the characteristic nose

shape being preserved across the turntable at a further distance

from the downburst simulator where scale models will be placed

and tested at the WOW EF against downburst winds.

Furthermore, from Figure 7D, it can be observed that the

addition of roughness, representing an increase in the terrain

surface roughness length z0 at a distance downstream of the

simulator, caused an increase of the peak height zmax. This

behavior is observed with smooth terrain obtaining a peak

height of 12.7 mm, a surface roughness length of 6 mm

resulting in a peak height of 25.4 mm, and a 10 mm surface

roughness length resulting in a peak height of 50.8 mm. Figure 7E

shows a comparison of the envelope normalized horizontal

velocity profiles for all downburst simulators recorded at the

TTC and compared with various other field, numerical, and

experimental downburst measurements reported in the

literature. All downburst simulator options provide a typical

characteristic nose profile and prove that these downbursts

simulator designs are readily applicable for conventional

wind tunnel modification. It can also be seen from Figure 7E

that Option A outflow tapers off sharper with height compared

to the rest of the downburst simulator options. Option E

profile from the pitot tube measurements provides a vertical

velocity profile, resembling a nose shape outside of the

shaded upper limit similarly to the study by Aboshosha et al.

(2015).

FIGURE 9
(A) Downburst evolution of the instantaneous vertical velocity profile of the mean horizontal wind velocities at TTC for simulator Option E. (B)
Smoke flow visualization of main rolling vortex for Option E.
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It is always recommended to maximize the simulated Re so

that the flow becomes independent of the nozzle and jet initiation

conditions and that the outflow simulation represents a proper

downburst with a considerable surface friction and a wall jet

thickness z so that it can engulf large-scale models and minimize

any scaling effects. As mentioned earlier, examples of Re for field

and previously simulated downbursts are provided in Table 1.

For the downburst simulator options A, B, C, D, and E tested

herein, the local Reynolds numbers were calculated similarly in

order to compare to previous Reynolds number from full-scale

and previous downburst experiments. The results are presented

in Table 2.

From Table 2, it can be seen that Option A provides the

higher peak height in smooth terrain over the other downburst

simulator options. The range of Re obtained in the downburst

simulators discussed herein vary between the smallest Re � 1.11 ·
104 from Option E to the largest Re � 1.22 · 104 from Option D,

using the pitot tubes in smooth terrain. Comparing this Re value

range to the Re value range presented in Table 1 for those 2-D

wall jet methods by previous researchers, the range presented

herein for the tested simulators exceed the Re range values of

previously reported studies. Since the small-scale WOW is 1:

15 times smaller than the full-scale WOW EF, it can be predicted

that the peak height zmax may reach as high as ~190.5 mm, using

the Reynold’s number formula described earlier, a predicted

Reynold’s number of up to 3.90 · 105 can be obtained in the

WOWEF, assuming a maximumwind speed of 30 m/s. Based on

the adequate formation of a main rolling vortex observed from

smoke visualization, simulation of the vertical profile of horizontal

velocities resembling a “nose shape,” a peak zone or spike found

within the velocity time history, and the large Re values obtained,

in addition to practicality, constructability, and ease of operation,

the downburst simulator Option E is the chosen simulator to be

constructed in full-scale at the WOW. Thus, the focus of the

remaining results discussion for the next sections will be on

Options E and D. Figure 8 shows the time history for Option E

at the TTC in smooth terrain for all 16 heights using the Scanivalve

data acquisition system. A noticeable downburst peak zone of the

wind velocity occurs at the lowest pitot tube height of 12.7 mmand

as soon as the heights are increased, the downburst peak zone

starts to diminish and disappears at a height of about 102 mm,

which coincidentally is about the same value of the slot opening

height of b = 102 mm. It was confirmed through smoke

visualization that the main rolling vortex height passing

through the TTC corresponds to those heights at which the

downburst peak zone is still visible. At higher heights beyond

102 mm, the downburst peak zone has disappeared, but a

turbulence perturbation is still visible within the peak zone.

Figure 9A shows the temporal evolution of the instantaneous

vertical velocity profile of the normalized mean horizontal wind

velocities at TTC for downburst simulator Option E. Figure 9B

shows the smoke visualization of the main rolling vortex

provided by Option E. The passage of the main rolling vortex

is marked by the presence of the nose shaped vertical velocity

profile at specific time instants. At 10 s, the nose shape profile is

observed. By 12 s, the downburst flow has already vanished at the

TTC, and the wind velocities are back to almost zero as the

gravity gate (GG) has shut down the flow.

Figure 10 shows a snapshot of the growth of the wall jet

thickness z, which is equal to the height at which the maximum

velocity is half, z0.5·Umax (Knowles andMyszko, 1998; Mason et al.,

2007; Mason et al., 2009a). The wall jet thickness is the result of

FIGURE 10
Downburst wall jet growth at the time of global peak velocity at various downstream distances for Option E.
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the friction caused by the wall surface roughness on the flow that

slides parallel to the wall surface. In smooth terrains, the wall jet

thickness is very thin and tends to become quasi-inviscid or

almost turbulent free. However, when the roughness length z0 is

large, the wall jet thickness is also large. This is what leads to the

increase of the peak height zmax when the surface roughness z0 is

increased. The instantaneous time considered herein is the time

at which the global peak velocity is occurring. It can be seen that

the wall jet thickness measured at the location of the global

maximum velocity, xmax, is 46 mm and then starts to increase

linearly as stipulated in the literature by Verhoff (1963).

According to Mason et al. (2009b), the increase in the wall jet

thickness leads to mean velocity gradients zU/zz decrease, which

is clearly observed here. There is an evident growth of the wall jet

downstream of the downburst as well as retardation in each local

maximum velocity downstream. The location of the global peak

velocity was always in the near vicinity of the opening for all

downburst simulators, despite trying out different downburst

simulator designs with varying distances extending further away

from the flow management box. The global peak velocity and

horizontal distance downstream from the jet initiation were for

option E, �Umax ,global � 15.2m/s, and x max � 152.4mm.

Turbulence intensity

Turbulence, by definition, is the state of flow in which the

inertial motion of turbulent eddies makes a dominant role in

energy and momentum transfer (Makita, 1991). A great difficulty

exists in obtaining these statistical quantities in downburst

applications due to their non-stationary and transient

properties. Thus, in the case of downbursts, it is difficult to

quantify a turbulent flow structure in the same manner as it has

been performed before for stationary processes such as

atmospheric boundary layer (ABL) winds. The analysis herein

evaluates the turbulence intensity, Iu′,T, quantities for downburst

simulations for Option E to define the corresponding turbulence

characterization. The turbulence intensity of non-stationary

winds, as in the case of downbursts, can be defined as follows

in Eq. 6:

Iu′,T � E[ σu′,T(t, z)
�Umax ,local(t)]T

, (6)

where E[·] is the expected value within a short time interval T;

σu′,T is the standard deviation of the residual fluctuating wind

velocity u′ within a time interval T, and �Umax ,T(t) is the local

maximum time varying mean wind velocity across all heights at

the particular downstream horizontal of interest. A vertical

profile of the longitudinal turbulence intensity indicates a

measure of the strong fluctuating wind velocity deviations,

occurring at different heights within the outflow. Figure 11

shows the turbulence intensity profile for downburst

simulators D and E. The turbulence intensity increases with

height for both system measurements. A similar trend was

noticed from the literature by Jubayer et al. (2016), Le and

Caracoglia (2019), and Aboutabikh et al. (2019) for different

experimental simulations. The test measurements take into

consideration smooth terrain for Option D and E as well as

the addition of a 10 mm thick surface roughness for Option E.

From these average measurements, it can be seen that the

turbulence intensity values are higher for the thicker

roughness, thus confirming that the increase of surface

roughness increases the turbulence near the ground. For

Option E, the measurements in the smooth terrain, Iu′,T,

varies from 0.14 in the measurement near the ground up to a

value of 0.17 at a higher height. For the 10 mm roughness, Iu′,T
varies from 0.20 in the measurement near the ground, then is

reduced to 0.18 and increased again up to a value of 0.30 at higher

FIGURE 11
Turbulence intensity vertical profiles for downburst simulator Options D and E at the TTC for smooth terrain and 10-mm thick surface
roughness.
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heights. An average turbulence intensity value of 0.10 was

reported by Aboshosha et al. (2015) in an open terrain using

large-Eddy simulation (LES) models. In the case of Aboutabikh

et al., 2019, the turbulence intensity values vary from 0.11 near

the ground to a maximum value of 0.13 at a higher height. The

values closer to the ground from the studies of Aboshosha et al.

(2015), Aboutabikh et al. (2019), and Le and Caracoglia (2019)

are smaller than the turbulence intensity values near the ground

presented herein on smooth terrain. On the other hand, Jubayer

et al., 2016 showed higher values.

The trend of the turbulence intensity profiles of Option D

and Option E in Figure 11 agrees well with previous results from

Jubayer et al., 2016 at the WindEEE dome IJ simulation, the

multi-blade small-scale testing with louver slats tilted at 25° angle

by Le and Caracoglia (2019) at North Eastern University (NEU)

and the multi-blade 2-D wall jet by Aboutabikh et al. (2019). The

magnitude of these values is related to the denominator selected

in Eq. 6. Some authors like Wang and Kareem, 2004 and

McCullough et al., 2014 select the denominator to be a mean

of the moving mean value of the velocity and other authors like

Elawady et al., 2017 prefer to select the maximum value of the

moving mean velocity. This is one subjective decision of many

that exist in the case of downbursts analysis. Another example is

the selection of an adequate duration T. Several researchers select

the start time of the downburst event before the ramp-up starts

and sometime after the ramp-down to be the duration T. Others

select the duration T to be at the start of the ramp-up and end of

the ramp-down. The statistical characteristics within the peak

duration of the event change significantly and differ from a

stationary process. A ramp-up, a plateau zone, and a ramp-down

contain their own duration and specific statistical characteristic.

Thus, for downburst analysis, considering a combination of

different statistical characteristics in one whole process is

somewhat controversial. Usually the common trend for

turbulence intensity profiles, both for synoptic and non-

synoptic winds, tend to decrease as the height increases

(Chay, 2001; Lombardo et al., 2018). In the case of downburst

events in urban Beijing analyzed by Zhang et al. (2019), it can be

observed that the turbulence intensity profiles have a variable

“zigzag” trend with height, especially near the ground. This is not

the case in the 2-D wall jet cases tested herein or the ones

presented in the literature by Jubayer et al. (2016) or Le and

Caracoglia (2019), where turbulence intensity increases with

height. This situation may be due to the fact that these are

tested in a limited space with side walls affecting the results from

forming boundary layers. Also, the turbulent intensity values

started to be measured at a height zmax.This means that only the

outer free shear layer of the 2-D wall jet is being considered and

the inner ABL layer is being excluded. It is important to note that

the fluctuation velocity u′ and the slowly varying mean wind

velocity �UT(t) are very high near the ground. However, as the

height increases up to the center of the main rolling vortex, the

moving mean velocity starts to reduce until it becomes almost

zero, but the turbulence fluctuations are gradually reduced;

hence, allowing the turbulence intensity to spike-up to the

height at the center point of the rolling vortex as the

denominator in Eq. 6 tends to zero. At further heights above

the main rolling vortex center, the turbulence intensity then

starts to decrease as the fluctuating velocities also decrease

gradually. This unique trend is associated to a single main

rolling vortex growing in size as it travels downstream across

the testing section area. It is important to note that surrounding

TABLE 3 Available power spectral density models in literature.

Spectrum model Models for residual
fluctuation u9

Models for reduced
fluctuation ũ9

Von Karman, (1948) nSũ′(n) � 4f
(1+70.8f2 )5/6;f � nLũ′

�Umax

Davenport, (1961) Su′(n) � σ2
u′
n · 2f2

3(1+f2)4/3 f � nLu′
�U max

Harris, (1968) nSũ′(n) � 0.6x
(2+x2)5/6; x � 1600n

750 �Umax

Kaimal et al. (1972) Su′(n) � σ2
u′
n · 200f

6·(1+50f)5/3;f � n·2.329Lu′
�Umax

Simiu and Scanlan, (1978) Su′(n) � σ2
u′
n · 33.32 · f

(1+50f)5/3;f � n·zmax
�U max

Antoniou et al. (1992) Su′(n) � σ2
u′
n · 3f

(0.44+5f)5/3;f � n·zmax
�Umax

Solari, (1993) Su′(n) � σ2
u′
n · 6.868f

(1+10.32f)5/3;f � nLu′
�U max

Solari and Piccardo, (2001)
nSũ′(n) �

fs
fm

(1+1.5fs
fm

)5/3; fs � n·zmax
�Umax

; fm � 0.1456·zmax
Lũ′

; Lũ′ � 0.1456·zmax
fm

Eurocode, (2005) Su′(n) � σ2
u′
n · 6.8f

(1+10.2f)5/3;f � nLu′
�Umax

Moghim et al. (2015) Zũ′ � Sũ′(n)· �Umax

σ2
ũ′Lũ′

� A
(1+BfC );f � nLũ′

�Umax
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obstructions, side walls, and roof found in the testing area can

also affect the quality of the 2-D outflow. The advantage of a

large-scale wind tunnel facility with a 2-D wall jet application is

that it allows a large main rolling vortex to pass through the

testing section without boundary conditions formed by any side

walls or roof in the near vicinity of the test section area with the

possibility to measure the turbulence intensity at heights beneath

zmax. Measuring the turbulence intensity at lower heights than

zmax is where the interest lies as these are the critical turbulence

intensities affecting the low-rise buildings and transmission

power line towers.

Power spectral density

Turbulence fluctuations can be visualized as the superposition

of eddies or gusts of different sizes and frequencies. The integral

length scale is an estimate of the average size of those eddies in the

flow constituting turbulence. The difference between ABL and

downburst turbulence characteristics is that the horizontal integral

length scales are typically smaller in the case of downbursts because

of their smaller scales, localized nature, and proximity to the

ground (Solari et al., 2015). Three methods are commonly used

by researchers in wind engineering to determine the integral length

scales (Teunissen, 1980). These are the direct integration method,

the exponential fit method and the power spectra fit method.

Usually, the first and second methods derive the integral length

scales from correlation functions. The third method can be used in

two ways: first by applying a fast Fourier transform (FFT) in the

residual fluctuation components u′ as performed by Aboutabikh

et al. (2019), which follows the same methodology for ABL

stationary winds. The second way is by applying the FFT in the

reduced fluctuation components ũ′ as recommended by Solari

et al. (2015) and followed by Le and Caracoglia (2019). Some of the

available power spectral density (PSD) models in the literature that

can be used for the residual and reduced turbulence fluctuations

are presented in Table 3.

The preferred method for providing best results of the

integral length scale among all methods presented for

stationary systems is the exponential fit. In the case of

downburst, given the difference in statistical quantities found

in the ramp-up, plateau, and ramp-down, these methods may

require modifications so that they can be utilized adequately. A

common modification was discussed by Solari et al. (2015),

FIGURE 12
Power spectral density (PSD) of the (A) residual and (B) reduced fluctuations for downburst simulators option E at the TTC.
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where the PSD of a reduced fluctuation ũ′ is taken into

consideration so that the process is converted from a non-

stationary to an equivalent stationary and that the

conventional tools can be applied. In this case, both,

application of the conventional PSD on residual fluctuations

used for stationary process (Figure 12A) and application of PSD

on reduced fluctuations for non-stationary process (Figure 12B)

have been used. The PSD as well as the longitudinal integral

length values were calculated for Option E at zmax at the TTC.

From the PSD on residual fluctuations, the longitudinal integral

length scale obtained for Option E was Lxu′ � 0.087m by Von

Karman PSD fit from Figure 12A and from exponential fit was

Lxu′ � 0.018m. From Figure 12B, the longitudinal integral length

scales obtained for Option E based on the PSD on the reduced

fluctuations were L
ũ′
x � 0.057m by Von Karman PSD fit and

L
ũ′
x � 0.059m by Solari and Piccardo PSD fit. The value from

exponential fit on the reduced fluctuations was L
ũ′
x � 0.022m. It

can be seen that the integral length scale values obtained from the

PSD on the reduced fluctuations were larger than the value

obtained from the exponential fit. Also, the integral length

scale values obtained from the PSD of the reduced

fluctuations were smaller than the integral length scale value

obtained from the PSD values on residual fluctuations. Solari

et al., 2015 reported that for the La Spezia 0720 downburst event,

the L
ũ′
x ranges from 27.5 to 32.7 m. From Figure 12B, the PSD fit

between Option E and La Spezia 0720 event match very well in

the low and high end of the turbulence spectrum. The ratio

between the L
ũ′
x of the simulated small-scale downbursts in this

study and the full-scale of La Spezia 0720 event indicates a length

scale of about 1:500. The slope in the inertial subrange of the PSD

of the reduced fluctuations is -1.24, which does not fully match

previous observations for downburst PSD of the reduced

fluctuations where the slope was reported to be close to −5/3

(Solari et al., 2015). This difference is expected to be a scaling

issue due to the small size of the test. A similar slope was reported

by Le and Caracoglia (2019) for their small-scale simulation,

where the PSD slope was −1.44.

The intersection between the PSD of the residual turbulence

and PSD of the moving mean reflects a shedding frequency,

fshed. It can be seen from Figure 12A that the shedding frequency

of the main rolling vortex originated from Option E is 5.76 Hz. If

an assumed time scale of 1:5 exists between the small-scale and

full-scale downburst simulator at the WOW, then it is estimated

that the full-scale downburst simulator will have a shedding

frequency of the main rolling vortex of about 1.18 Hz.

Fortunately, the duration of the peak zone is a controllable

parameter at the WOW as to decide how long the slat

opening duration can last. In addition to the PSD analysis, it

is also important to compare the probability distribution

function (PDF) of the residual u′ and reduced velocity

fluctuations ũ′ and estimate the statistical moments that

describe their corresponding level of Gaussianity such as

mean, standard deviation, skewness, and kurtosis that

determine the deviation from a random Gaussian distribution.

According to Solari et al. (2015), the reduced velocity fluctuations

ũ′ can be dealt as a stationary Gaussian random process with zero

mean and unit standard deviation as similarly considered in

stationary ABL winds. The statistical moments such as mean μ
ũ′
,

standard deviation σ
ũ′
, skewness γ

ũ′
, and kurtosis κ

ũ′
obtained for

Option E in the residual fluctuations correspond to 0.001,

1.18, −0.20, and 4.27, respectively, and for the reduced

fluctuations the values obtained are −0.007, 0.884, 0.006, and

2.84, respectively. The numbers obtained in the reduced

fluctuations closely agree more with the recommended

stationary Gaussian values of stationary ABL winds that

correspond to be 0, 1, 0, and 3. The statistical moments in the

residual fluctuations indicate a non-Gaussian behavior by having

high kurtosis and skewness, which the latter is an indication of

the offset from the centerline and is negative when shifting

toward the right side.

Concluding remarks

Only four downburst simulators out of five designed and

tested herein provide a suitable downburst outflow. By adding

one of these downburst simulators to a conventional wind tunnel

test section, the synoptic winds can be converted into non-

stationary winds. Option A offers the design of redirecting the

horizontal flow from the wind tunnel facility to a 2-D impinging

jet coming vertically downward, hitting the ground and creating

the main rolling vortex with a higher peak height zmax. Options

C, D, or E offer an alternative 2-D wall jet concept that enables

the creation of a large-scale main rolling vortex with peak heights

that are essential for testing larger scale models. Option B is not

recommended because the use of a GG for opening and closing

the flow showed inadequate flow characteristics. The

incorporation of a gravity gate (GG) in Option E offered a

practical, economical, and feasible closing operation. The

drawback of the GG is that it increases the acceleration of the

ramp-up or ramp-down zones. The selection of a proper time

average window Tave for the decomposition of wind velocities in

non-stationary and transient events is vital within the peak zone.

The global maximum velocity was found in a close vicinity of the

downburst slot opening and not obtained in the desired location,

which is at the TTC for all tested simulators. However, the

vertical velocity profiles still demonstrated a nose shape at the

TTC. The increase of surface roughness lengths z0 showed an

increase in the peak height zmax. It was noticed that the

turbulence intensity increases with height, which is in good

agreement with previous literature on 2-D wall jets. All the

PSD models fitted appropriately in the residual u′ and the

reduced turbulence fluctuations ũ′ in Option E. However, it

was determined that the most recommended method to analyze

and extract turbulence integral length scale near the ground for

downbursts is with the use of the PSD on reduced fluctuations.

Frontiers in Built Environment frontiersin.org18

Mejia et al. 10.3389/fbuil.2022.980617

https://www.frontiersin.org/journals/built-environment
https://www.frontiersin.org
https://doi.org/10.3389/fbuil.2022.980617


The exponential fit method may need further revisions and

modifications to analyze downbursts. It was noticed that the

Von Karman model closely fitted the residual and reduced

fluctuations in both corresponding PSD analyses for the

downburst simulator option E. The PSD of the reduced

fluctuation displayed a slope smaller than the −5/

3 Kolmogorov’s slope in the inertial subrange. This is expected

because of a scaling issue found in the small-scale downburst test.

The reduced fluctuations followed statistical characteristics of

stationary and Gaussian distribution similarly to ABL stationary

winds. All the results and analyses herein indicate that the

suggested downburst simulators discussed herein (Options A,

C, D, and E) can be used to create downburst outflows with

Reynolds numbers reaching up to Re � 1.22 · 104 in the small-

scale WOWEF. The large-scale construction of the recommended

downburst simulators will enable the further understanding of

wind-induced effects on large-scale structures and the possible

codification of transient loading.
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