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Regional damage simulation is a promising method to prepare organizations for the
unforeseeable impact of a probable seismic natural hazard. Nonlinear time history analysis
(NLTHA) of the finite element models (FEM) of the buildings in a region can provide
resembling results to the actual buildings’ damages and responses. This approach
requires large-scale computational resources, and to improve efficiency, parallel
processing and representing building FEM models with lumped mass models are
proposed. However, the computing complexity is still far-reaching when high-
performance computing is not available. The building inventory of a region consists of
numerous similar buildings with a limited number of distinct structures. In this paper, we
propose a data-driven method that runs the NLTHA for the distinct structures exclusively
and infers the damage and responses of other buildings using a surrogate model.
Considering the skewed distribution of the buildings in a region, a novel informative
sample selection method is proposed that is designed for bimodal sampling of the input
domain. We use the Gaussian process regression as the surrogate model and compare
the performance of different sample selection methods. The proposed method is able to
approximate the results of the regional damage simulation regarding total economic loss
estimation with 98.99% accuracy while reducing the computational demand to about 1/
7th of the simulation processing time.

Keywords: regional earthquake simulation, Gaussian process regression, passive sampling, loss assessment,
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INTRODUCTION

Modeling the consequences of a major earthquake in a region can help us identify the vulnerabilities
of buildings and communities, as well as plan emergency responses to reduce the expected loss
(Afkhamiaghda et al., 2019). There have been two major methodologies to simulate the regional
building damage and loss due to earthquakes. The first category is concerned with a probabilistic
approach, where fragility functions are developed to fit the response of different building classes
using historical data and expert judgment (Lantada et al., 2009; Erdik et al., 2011). The probability of
different damage levels and limit states can then be obtained by inputting an intensity measure (IM)
of the earthquake, such as peak ground acceleration (PGA), spectral acceleration, etc., to the
function. Although fragility functions can provide damage approximations relatively quickly, the
lack of available historical data for some regions and modifications to structural design based on new
seismic codes narrows the applicability of these methods (Lu et al., 2021).
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Another state-of-the-art earthquake damage simulation
approach is through nonlinear time history analysis (NLTHA)
of finite element method (FEM) models of individual buildings.
With NLTHA, one can obtain the full response of a structure
model under seismic loading, which closely represents the actual
building’s response under the same loading. High fidelity FEM
models of the entire building inventory in a region are difficult to
create and very computationally demanding to run. A proposed
method used in the workflow developed by (Lu et al., 2020) maps
each building into a lumped mass shear model to reduce the
required computational time of running regional simulations
(Zeng et al., 2016). However, the computational demand is
still too high if high-performance computing is not available.

There are numerous buildings that share similar attributes and
are located in the proximity of each other in a large metropolitan
area. Considering the lost details such as maintenance programs,
construction quality, environmental effects, etc., when projecting
a building into a lumped mass shear model, we may find
repetitions of the same models in the simulation workflow.
Furthermore, during a seismic event, buildings located in
proximity of each other experience close to similar input
loading. Due to the lack of a high-resolution spatial
distribution of ground motions considered for a regional
simulation, a coarse-grained grid of ground motions is usually
considered for regional simulations (Petersson and Sjogreen,
2017; Rodgers et al., 2018). Therefore, considering each
building model and its associated input loading as a single
case, the workflow undergoes a large number of NLTHAs for
similar cases in the simulation of a region.

Building upon the existing resemblances in the simulation
procedure, one can run the simulation solely for a sparse number
of carefully identified unique cases and extend the results to the
entire building inventory. The inference of the excluded cases’
responses can be achieved by training a surrogate model based on
the input-output pairs obtained from the simulation of the
selected cases. Therefore, by training a nonlinear regression
model using the input-output relations, the outputs of the
excluded cases can be inferred. It was shown that a well-
designed Gaussian process regression (GPR) model could be
used as the surrogate model to make the inferences with high
accuracy (Sheibani and Ou, 2020).

Informative Data Selection for Machine
Learning Training
The sampling of a dataset should aim at selecting the most
informative datapoints to train a surrogate model so that a
minimal generalization error is obtained under a certain
budget limitation. An informative datapoint is representative
of a large number of other datapoints while it does not
overlap with other representatives. Informative data sampling
is well-studied for classification methods Ertekin et al. (2007), Cai
et al. (2017), Kumar and Gupta (2020), where samples should be
located close to the classification boundaries for the optimum
training of the model. On the other hand, in the case of
regression, to obtain the lowest generalization error, the
sampling methods aim at the exploration of the input domain.

The representative sampling of a dataset for regression can be
achieved using two different approaches, passive selection
methods, and active selection methods. While passive selection
methods are based only on the characteristics of the input
domain, active learning methods utilize the label observation
data to suggest informative datapoints. Various active selection
methods have been suggested in the literature, such as the active
learning Mackay (ALM) MacKay (1992), Mutual Information
Krause et al. (2008), Sheibani and Ou (2021), and by diversifying
the output in training sets such as the GSy and iGS methods (Wu
et al., 2019). However, due to the massive number of datapoints in
the regional damage simulation problem, the high computing
complexity of active sampling methods makes them a lower
priority. Moreover, passive selection methods can provide
sample suggestions before the learning procedure, and
consequently, the required label queries can be performed in
parallel for a higher efficiency (Lu et al., 2014). Therefore, we will
not include active learning methods in this paper.

Passive selection methods use the geometry features of the
input domain to select the most representative and diverse
datapoints from a dataset. A greedy sampling (GS) approach
was proposed in Yu and Kim (2010) that sequentially selects
datapoints that are located at the furthest distance (usually
calculated as the Euclidean distance in the input domain) from
previously selected datapoints. This method was later improved
by selecting the first sample as the closest to the center of the input
domain and named as GSx in (Wu et al., 2019). A clustering-
based approach was also proposed that sequentially partitions the
input domain and selects the next datapoint from the largest
cluster with no observed data in it (Wu, 2018). A variety of
methods such as query by committee (QBC) Vandoni et al.
(2019), expected model change maximization (EMCM) Cai
et al. (2016), or GS can then be used to select the most
informative datapoint from that cluster.

For the specific case of regional damage simulation, the input
dataset consists of a highly skewed distribution of datapoints. The
majority of datapoints representing typical residential buildings
are located close to the mode of the distribution, while a sparse
number of uncommon buildings are also present in the
distribution. The current state-of-the-art sampling methods are
designed to avoid extreme datapoints, as in most applications, the
so-called outlier data affects the model adversely. However, for
the regional damage simulation problem, the extreme datapoints
are as important as any other datapoint and should be considered
in the data sampling process. In this paper, we propose a
framework that significantly reduces the computational cost of
the regional seismic damage simulation by carefully selecting the
input-output pairs to train the surrogate model. The framework
creates a dataset consisting building variables and characteristics
of the input ground motion for each datapoint. A novel bimodal
sampling strategy then selects the most informative cases from
the dataset and allocates them for training purposes. The
sampling method is able to train the surrogate model for the
bulk of similar buildings as well as the extreme datapoints in the
inventory. Based on the simulation results of the selected
candidates, a Gaussian process regression (GPR) model is
trained to infer the damage labels for the entire building
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inventory. Using the proposed method, the desired damage labels
are obtained with a promising accuracy while demanding a
significantly lower computational expenditure.

PROBLEM FORMULATION

In this section, we propose surrogate modeling with an
informative sampling approach to the regional damage
simulation problem. The objective of a regional earthquake
simulation is to provide damage intensity estimations for
individual buildings in the region, which can be used in the
subsequent risk assessment analysis. Through a quantitative
analysis of the building inventory of the seismically vulnerable
San Francisco city area, the bimodal sampling methodology is
developed. The workflow presented by NHERI SimCenter Lu
et al. (2020) is used for the simulation of a hypothetical M7.0
earthquake. As a result of this simulation, the economic loss ratio
and the safety tag of individual buildings affected by the
earthquake are estimated. The following sections explain the
distribution of buildings in a typical region, details of the
simulation process, and the general framework that is
proposed in this article.

Quantitative Assessment on Model Feature
Distribution
The regional damage simulation targets the estimation of damage
intensity for individual buildings as well as the total economic loss
that is caused by a natural hazard such as an earthquake. In most
regions, there is usually a skewed distribution of building types,
where the low-rise residential buildings are located at the mode,
and a limited number of high-rise uncommon buildings exist at the
tail of the distribution. As an example, the distribution of 152,603
buildings in the San Francisco city area, obtained from Urbansim
Waddell (2002), are shown in Figure 1 based on different variables,
including location, age, structural type, occupancy type, and height.
Quantities of structural type and occupancy types are also shown in
Table 1. We can observe the sparse number of uncommon
buildings in the northeast downtown area while the majority of
the buildings in other areas of the city show similar variables.

To examine the multi-dimensional distribution quantitatively,
we perform a principal component analysis (PCA) on the
building variables. PCA projects the dimensions of the dataset
into perpendicular new dimensions with decreasing explained
variance. Therefore, the first principal component can describe
the dataset on the most explained variance direction. Figure 2
shows the distribution of the dataset on its first principal

FIGURE 1 | Visualization of the geographical distribution of building variables in the San Francisco city area. Top) Buildings heights and year built. Bottom left)
Structural types. Bottom right) Occupancy types.
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component. It can be seen that datapoints located within the 75th

percentile are densely packed in one side of the distribution, while
the last 1% of datapoints are widely scattered.

We can conclude that the bulk of the building inventory is
comprised of similarly attributed buildings. Therefore, we can
select a number of representative datapoints from that range for
NLTHA simulation and infer the response of the rest of the
datapoints within the same range using a surrogate model.
While this method can provide high-quality inference for
datapoints in the bulk, since no representative is selected from
the tail of the distribution, the surrogate model may not yield
accurate estimations in that range. Although in most surrogate
modeling approaches the outlier data is ignored, in the regional
building inventory database, datapoints located further from the
bulk of data are usually the more important uncommon buildings.
Neglecting the impact of these buildings may cause a high
divergence in the total loss estimation.

Framework for Accelerated Regional
Seismic Damage Simulation
In our proposed methodology, we train the surrogate model using a
limited number of NLTHA simulations, selected by the sampling

method, and bypass the simulations for themajority of the buildings.
This approach starts with gathering a dataset consisting building and
ground motion variables in an attribute table. The sampling module
is then responsible for allocating the most informative datapoints to
the training set and the rest to the testing set. Subsequently, the
NLTHA is performed for the cases in the training set, and the input-
output pairs are used to train the surrogate model, as shown in
Figure 3. Therefore, the samplingmethod can significantly influence
the overall predictive performance of the surrogate model. As we
mentioned previously the sampling method needs to select from
both ordinary buildings as well as the limited uncommon buildings.
If implemented successfully, this approach will return accurate
damage estimations while reducing the computational demand of
the regional damage and loss assessment considerably. The desired
sampling strategy is developed in the next section.

METHODOLOGY

In this section, the basic theories of the methods required for the
accelerated regional damage simulation with surrogate modeling
are described. The formulation of the GPR model, serving as the
surrogate model for damage and loss inference, is reviewed, and

TABLE 1 | Number of buildings in different categories of structural type and occupancy.

Structural type Occupancy type

Concrete
(C2)

Masonry
(RM1)

Masonry
2 (RM2)

Steel
(S1)

Timber
(W1)

Hotel Industrial Office Residential Retail School

Number in
dataset

601 9,003 14,782 3,462 124,755 711 2,558 3,653 140,780 4,592 309

FIGURE 2 | Distribution of the building variables on the first PCA dimension. The box plot indicates that a limited number of datapoints are located far from the
majority of datapoints accumulated near the median values.

FIGURE 3 | The proposed accelerated simulation for regional post-earthquake damage assessment.
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the current passive sampling methods, along with the proposed
method used in this article, are discussed next.

Gaussian Process Regression
GPR (also known as kriging in geostatistics) is a probabilistic
regression method that is capable of mapping the nonlinear
relations of data with promising accuracy (Rasmussen and
Williams, 2006; Schulz at al., 2018). Considering the set of all
datapoints as V, for datapoints p, q ∈ V, the output means can be
considered as μp and μq, and the covariances σpq � σqp can be
obtained from K(p, q). From the observations of labels associated
with the datapoints in the set yS, where S ⊂ V is the training set,
the conditional probability distribution of label yx for an unseen
input x ∈ S can be calculated as p(yx

∣∣∣∣yS) such that

μx|S � μx + ΣxSΣ−1
SS(yS − μS) (1)

σ2x|S� K(x, x) − ΣxSΣ
−1
SSΣSx (2)

where Σss� K(S, S) + σ2nI, σ2n is independent Gaussian noise of
observations, and I is the identity matrix.

In this study, the automatic relevance determination (ARD)
type of the rational quadratic (RQ) covariance function is used as
kernel since it was shown to be able to model a wide range of
nonlinear relations (Sheibani and Ou, 2020). Considering the
input vectors xp and xq for datapoints p and q, the RQ-ARD
covariance can be computed as

KRQ(p, q) � σ2f [1 + (xp − xq)TM2α (xp − xq)]
− α

(3)

where σ2f is the signal variance, M � diag(l)− 2 in which l is the
vector containing the characteristic length scales, and
α> 0 determines the shape of the function.

Informative Sampling
A number of criteria should be considered when the goal of
sampling a dataset is to minimize the regression generalization
error. Samples should be informative so they can improve the
regressor’s performance when added to the training set. The notion
of improving the regressor performance is usually considered as the
rate of change in the regressor’s parameters, such as in EMCM
method. However, an outlier can also change the parameters of the
regressor significantly, which is a misleading change and results in
a worse overall predictive performance. Therefore, we should also
consider the representativeness criterion, which favors the

datapoints that represent others, i.e., the datapoints that are
closely surrounded by a large number of other datapoints. This
criterion reduces the chances of picking outliers. Finally, a picked
sample should not contain the information that the regressor has
already learned. The diversity condition assures that the selected
datapoints are located in distance from previous points and
therefore reduces the amount of information overlap.

Passive Sampling
Passive sampling methods rely solely on the characteristics of the
input space to select the informative datapoints. Therefore, since
the information from the observed output data is not used, the
sampling can occur with low computational complexity before
the label query starts. Three passive selection methods, namely
the GSx and the representativeness and diversity (RD) method,
and the RD with greedy sampling RD-GS method, are considered
for this study which will be covered next.

• GSx: This method is based on a greedy and efficient heuristic that
considers the uncertainty of a datapoint as its distance to the closest
datapoint in the training set. Therefore, tomaximize the uncertainty
of the sampling points, new samples are picked at the furthest
distance from the previously selected samples in a sequential
approach. Algorithm 1 describes the steps of the GSx method.

• RD: The representativeness and diversity are two of the most
important criteria for picking a sample. The RD method begins
with choosing k � d samples using the k-means clustering
method, where d is the number of dimensions in the
dataset. Then for the subsequent samplings, the algorithm
clusters the dataset to k � d + 1 partitions and picks the
sample closest to the center of the largest cluster that has no
labeled samples in it. The method continues iteratively until the
stopping condition is met.

• RD-GS: This method is the same as the RD method for the
most part, however, at each step, instead of picking the centroid
of the largest cluster for sampling, similar to the GSx method,
the sample that is the furthest from the previously seen
datapoints is chosen from the cluster. It was shown that this
method presents a better performance in comparison with
other heuristics of choosing a sample from the largest cluster
(Wu, 2018)

Algorithm 2 explains the steps of the RD and RD-GS
methods.

Algorithm 1 | –GSx (Wu et al., 2019)
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Proposed Sampling Method
The mentioned passive sampling methods in the previous section are
aimed at certain objectives, whichmay not be optimum for the regional
damage simulation problem. Generally, the GSx, GSy, iGS, and ALM
methods seek the maximization of the diversity in the training set that
practically results in the sampling of the datapoints located near the
boundary of the input domain. These datapoints do not contain useful
information as they provide insight into the outside of our domain of
interest. Moreover, since they are located far from the bulk of data, it is
highly likely that they are outliers as well. On the other hand, the RD
and RD-GS methods focus on the representativeness before diversity
which leads to sample selection biased towards the center of the input
domain as they favor larger clusters at each step. Therefore, the chance
of sampling outliers is highly unlikely.

Taking advantage of the benefits of passive sampling
methods, we propose a method that performs the sampling
using the RD method and the GSx method in series. Since the
resources and available time can be limited for a region-wide
seismic damage simulation, we start the sampling using the
RD method to train the regressor for the bulk of data and
bring the estimations to an accurate level for the majority of
datapoints. As the rate of improvements declines by selecting
similar datapoints from the bulk of data, we switch the
sampling method to GSx and select the uncommon
datapoints to be included in the training set. The process
continues with GSx until we reach the stopping criterion. The
steps of this method, called the RD-GSx hereafter, are
explained in Algorithm 3.

Algorithm 2 | –RD/RD-GS (Wu, 2018)

Algorithm 3 | –RD-GSx
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REGIONAL DAMAGE ASSESSMENT
EXAMPLE

A comprehensive regional damage assessment as a result of a
hypothetical M7.0 earthquake was recently published in (Lu et al.,

2020). For this event, a grid of ground motions is generated using
SW4 Petersson and Sjogreen (2017) method, and using a
k-dimensional tree, the nearest ground motion is assigned to each
building. The geographical distribution of the ground motions and
their associated PGA are shown in Figure 4. The simulation method
proposed by SimCenter is a modular workflow that includes six main
applications. The applications are briefly described below:

• Create BIM: The Create BIM application gathers the basic
building information such as the number of stories, structural
type, age, etc., from the building inventory.

• Create Event: Based on the ground motion database for the
earthquake, this application assigns a ground motion to each
building based on its geographical location.

• Create SAM: This application creates a structural model
for the nonlinear time history analysis based on the information
provided by the Create BIM and Create SAM applications.

• Create EDP: A list of engineering demand parameters such as
maximum absolute acceleration, maximum drift ratio, and
residual displacement is stored for each building.

• Perform Simulation: The SAM model is analyzed using the
nonlinear time history analysis in OpenSees, and the
appropriate EDPs are recorded for further analysis.

• Create DL: Finally, this application uses the method of FEMA
P-58 FEMA (2012) to determine the economic loss and
probability of the safety tag for each building.

Considering the cumulative economic losses of the affected
buildings, the estimated total economic loss can be calculated.
The time-consuming part of the SimCenter’s damage simulation
workflow is running the Perform Simulation application, where the

TABLE 2 | List of features and labels for the regional damage assessment dataset.

Structural variables Earthquake characteristics Labels

Floor area PGA Inter quartile range Economic loss ratio
Year of built PGV Skewness Safety Tag probability
No. of stories Sa (T1) Kurtosis
Occupancy type Saavg Spectral entropy
Structural system Arias DFa value
Location Housner DF magnitude
First natural period Park-ang DF ratio
Linear stiffness Fajfar Spectral area
Yield point HHTmax FFT magnitude at T1
Damping ratio HHTavg Spectral intensity

aDominant Frequency.

FIGURE 5 | Sequence of the selected datapoints by the GSx and RD methods based on their distance from the center of the input domain.

FIGURE 4 | The geographical distribution and PGA values of the
considered ground motions in the region.
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NLTHA is conducted for each individual building. Same as the
discussion in Quantitative Assessment on Model Feature
Distribution, we consider a building inventory with 152,603
buildings in the San Francisco city area for this simulation. We
use the MDOF-LU application for modeling the FEM of the
buildings and the Dakota-FEM application for the Loss
calculations. For every building, a set of five different

samples randomized by their linear stiffness coefficient,
damping coefficient, and story height are created, and the
EDPs are used for the generation of 1,000 loss realizations,
based on a different number of structural and non-structural
elements, per EDP set. The simulation process on a PC with an
Intel Core-i5 7,500 processor took about 184 h (7.5 days),
i.e., ∼4.3 s per building on average.

FIGURE 6 | Point by point comparison of the prediction accuracy obtained from GSx and RDmethods. The percentages of the datapoints located in each triangle
are shown for quantitative comparison. (A) Loss ratio label. (B) Safety tag label.

FIGURE 7 | Visualization of the predictive behavior of the RD-GSx method based on the distance of datapoints from the center of the input domain. Datapoints in
each bin are distributed randomly along the x-axis. (A) Loss ratio label. (B) Safety tag label.
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To perform the accelerated simulation using the proposed
method, we gather a dataset of inputs, and a sampling method
selects the training points for NLTHA simulation and
consequently training the surrogate GPR model. The gathered
dataset consists of building variables and a wide range of ground
motion intensity indices as listed in Table 2. These features are
used as input and the economic loss ratio and unsafe placard
probability of buildings as output to train the GPR model.

Surrogate Modeling Performance
Evaluation
In this section, we compare the sampling behavior of the GSx and
RD methods as they pursue different objectives in passive
sampling. The RD method picks the most representative
datapoints at centers of clusters, while the GSx method selects
the furthest points from the previously observed datapoints on
the boundary of the input domain. Figure 5 shows the distances
between the selected points and the center of the input domain for
the GSx and RD methods for up to 1,000 sampling points. To
measure the distances between the datapoints to the center of the
input domain, we use the following equation

Dx(xi) � ‖E(X) − xi‖
max
j ∈ V80

‖E(X) − xj‖ (4)

We can see that the GSx method has favored eccentric datapoints
over datapoints with high representativeness. On the contrary,
the RD method avoided datapoints far from the center of the
domain and selected more representative datapoints.

To break down the predictive performance of the surrogate
model trained with samples selected by these methods, we
compare the prediction accuracy of the datapoints based on
their distance from the center of the input domain. Figure 6
compares the accuracy of prediction for individual datapoints
between the GSx and the RD methods after selecting 1,000
training points based on the relative error formula as

RE(μ*, y*) �
∣∣∣∣(μ* − y*)

∣∣∣∣
max(μ*, y*) (5)

It can be observed that the RD method has a significant
advantage over the GSx for predicting datapoints near the

center of the input domain. However, as we focus on
datapoints that are located further away from the center, the
GSx method outweighs the predictive performance of the RD
method. This behavior can be seen in the results of both labels
and is caused by the fact these methods follow opposite
objectives, as explained above.

The RD method may be beneficial if the dataset is noisy and
outlier datapoints exist and should not be selected in the training
set. However, in the regional damage simulation problem, we are
not concerned about picking outliers, and in fact, datapoints
located far from the center of the domain are usually the more
important eccentric buildings. However, to achieve high predictive
performance with a minimal number of label queries, priority
should be given to the representative datapoints. Therefore, since
there is a sparse number of these eccentric buildings in a region, it is
advantageous to add them to the training set at a later stage and
refrain from training the surrogatemodel for any probable extreme
input as it would be costly to do so.

With this intuition, we propose to use the RD-GSx method,
which takes advantage of the immediate improvements of the RD
method, and as the progress rate plateaus, it switches to the GSx
method for adding the eccentric datapoints to the training set and
further improves the overall predictive performance of the surrogate
model. In order to observe the predictive behavior of the RD-GSx
method in terms ofDx rates, after selecting 1,000 training points, the
prediction error of each datapoint is shown in Figure 7. As
expected, the predictive performance is higher for datapoints
located both very close and very far from the center of the input
domain. This behavior is observable in the results of both labels.

The percentage of datapoints in each bin is also shown in
Figure 7. Although buildings in the last bin of Figure 7 only make
up about 0.1% of the dataset, they cause 10.7% of the total
economic loss. At the same time, the majority of the
datapoints are located in the second bin, and they comprise
21.2% of the total loss. This observations emphasizes the fact that
the eccentric datapoints play a significant role in the results of the
regional damage simulation, and they should not be excluded.

Predictive Performance Comparison
To enhance the regional damage simulation performance with a
surrogate model, the accuracy of the surrogate model’s results
should closely replicate those of the simulation models. This

FIGURE 8 | Comparison of sampling methods based on the improvements in SMSE.
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section compares the obtained predictive performance of the
surrogate model based on different sample selection methods
introduced in Informative Sampling. In order to keep the
evaluations independent of the final testing results, we shuffled
the entire dataset and randomly picked 75,000 datapoints for
development purposes and 77,603 datapoints for the testing set.
This way, the distribution of the input and output spaces of both
sets are kept similar to each other.

In the proposed damage estimation method, a pool of
datapoints is available, and the sampling method selects a set
of datapoints to train the surrogate model with. Therefore, it is
most suitable to use a transductive learning approach for
evaluating the sampling methods. In the transductive
approach, the training samples are selected from the same
pool of datapoints as the evaluation data. To have
independent results from the pool of datapoints, each
realization is run 64 times on 80% of the dataset (60,000
datapoints), called V80, which is chosen randomly. Also, to be
consistent with the final implementation of the regional damage
surrogate modeling, the training set is also included when
calculating the predictive performance of the sampling methods.

The predictive performance is evaluated using the
standardized mean square error (SMSE) as

SMSE(μ*, y*) � 1
n*

[Σn*
i�1(μ*i − y*i)]2
var(y*) (6)

In the training stage, every method is responsible for selecting
1,000 training points out of the 60,000 total datapoints in the V80

set. Realizations are performed with parallel programming in
Matlab and are run on Intel Xeon Skylake nodes with 32 cores
each, allocated by the center for high-performance computing
(CHPC) of the University of Utah.

We evaluate the sampling methods based on the ability of the
trained GPRmodel to predict the labels of the entire datapoints in
our V80 set. The switching criterion for the RD-GSx method is
based on a 4-fold cross-validation on the observed datapoints
initiated when RD100k’ − RD100(k’−1) < 0.01, where k’ � 2, . . . , 10.
Figure 8 shows the comparison of the RD-GSx method with
the RD, RD-GS, and GSx methods individually performed based
on SMSE for Loss Ratio and Safety Tag labels. We can see that
the RD-GSx method has the same sharp improvement rate as
the RD method, and at the stage where the RD method plateaus,
RD-GSx continues to improve the predictive performance.
Although the RD-GS method performs similarly to the RD-
GSx for the Safety Tag label, the performance of the RD-GS is
not noteworthy for the Loss Ratio label. Furthermore, it can be
observed that the GSx method does not provide informative
samples to the surrogate model in the early stages of the
training.

Data Sampling Computing Complexity
Since computing complexity is consequential for large-scale
simulation tasks, we compare the computational time of the
sample selection methods in this section. Figure 9 shows the
cumulative times that each algorithm spends on the sampling tasks.

We can see that the RD and RD-GS methods have a higher
order of computing complexity as in each step, the entire input

FIGURE 9 | Comparison of computational demand between sampling methods.

FIGURE 10 | Estimation of the economic loss predicted by each method as a percentage of the true economic loss.
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dataset should be partitioned using k-means clustering. On the
other hand, GSx performs the fastest as it can keep the
calculated distances at each step and reuse them partially in
the distance calculations of the next step. The RD-GSx utilizes
this behavior and reduces the computational demand to only
40.3 and 41.6% of the RDmethod’s processing time, as shown in
Figure 9 for Loss Ratio and Safety Tag labels, respectively.
Needless to say that the gap will widen if more training data is
considered.

Total Loss Prediction
Furthermore, since one of the objectives of the post-earthquake
regional damage assessment is to estimate the total economic loss

caused by an earthquake, using the predicted loss ratios
multiplied by the reconstruction costs of the individual
buildings, the total economic loss can be calculated. Figure 10
shows the economic losses estimated by the surrogate model as a
percentage of the loss estimated by the individual simulation of
every building model. About 97.3% of the buildings in the
development set are low-rize (1–3 stories), 2.4% are mid-rise
(4–7 stories), and 0.4% are high-rise. Due to the large number
of low-rise buildings, which mainly make up the bulk of data
close to the center of the input domain, the RD and RD-GS
methods present accurate predictions for low-rise buildings.
The GSx method accurately predicts the losses of high-rise
buildings but presents biased predictions for low and mid-rise

FIGURE 11 | Visualization of the labels obtained from workflow simulation and RD-GSx prediction. Although labels are obtained for individual buildings, the results
are shown in the form of interpolated values on grids of size ∼150 m × 150 m to protect privacy.

FIGURE 12 | Comparison of the processing time required for the estimation of labels in the testing set using different approaches.
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buildings. Utilizing the advantages of these methods, RD-GSx
presents more accurate predictions for low-rise buildings
compared to the GSx method and lower error in the
prediction of high-rise buildings compared to the RD and
RD-GS methods.

As a result, we can observe that the estimated total losses based
on the predictions of the RD-GSx method have a median of
100.04% with narrow variations for different realizations. At the
same time, neglecting the random selection method, other
sampling methods show median values biased from 96.93 to
101.41% with higher variations. Therefore, it can be inferred that
the RD-GSx method selects the set of samples that can most
accurately reproduce the results of the inclusive individual
simulations using the workflow.

RD-GSx Performance on the Testing Set
Finally, we apply the surrogate model with the RD-GSx
sampling method to estimate the damage and loss of the
testing set. As mentioned before, the testing set has 77,602
datapoints that have been unseen so far. For the Loss Ratio label,
the surrogate modeling achieved a final SMSE of 0.145 and an
average RE of 0.067 after 1,000 datapoints were sampled and
used to train the GPR model. The total economic loss for the
testing set was estimated to be $5.96B by the simulation
workflow, while the estimated amount from the predicted
labels by the surrogate model was $5.9B (98.99% accuracy).
The final SMSE was 0.057, and the average RE was 0.123 for the
Safety Tag label. The simulated and predicted labels are
compared on the maps shown in Figure 11.

The simulation workflow takes about 93 h (3.87 days) to
calculate the damage and loss of the buildings in our testing
set using the PC mentioned in Regional Damage Assessment
Example. On the same PC, the surrogate modeling took a total
of 13.7 h, with the details of the spent time shown in Figure 12.
Another advantage of the passive sampling techniques is that the
samples can be used for both labels, which further reduces the
required time of sampling.

Although the presented strategy reduces the overall time
and costs of the regional seismic damage assessment studies,
further research is required to investigate different aspects
of this problem. The bimodal sampling heuristic considers
both representative datapoints and outliers. However, the
results of the current strategy show a lower performance
on the prediction of mid-rise buildings, which comprise
about 2.4% of the dataset. Generally, the presented model
predicts softer labels which can result in under-estimation of
large loss ratios on some individual buildings, as can be seen in
the north-east area of the maps shown in Figure 11.
Therefore, multimodal sampling, different methods of
representative sampling, and other surrogate models should
be studied to further improve the performance of the
presented strategy.

CONCLUSION

Regional damage simulation of an earthquake can provide
valuable intuition into probable losses that a region might
experience. In order to make large-scale NLTHA simulations
accessible for PC use, a surrogate modeling method was
proposed. Based on the skewed distribution of buildings in a
metropolitan area, a bimodal sampling strategy was proposed
that selects the samples needed to train the surrogate model from
the most informative datapoints. The proposed RD-GSx
sampling method initially selects representative samples
using the RD method and, based on the threshold of the
cross-validation accuracy on the training data, switches the
sampling method to GSx, which selects uncommon datapoints.
This strategy utilizes the immediate improvements of the RD
method by providing representative datapoints for the
majority of the testing set, which consists of similar
residential buildings. As the progress rate of the predictive
performance plateaus, the GSx method takes over to add the
uncommon datapoints such as high-rize buildings to the
training set. It was shown that the GPR model presents
higher predictive performance when trained with samples
provided by the RD-GSx method compared to other state-
of-the-art passive sampling approaches. At the same time, the
computational time was reduced to about 41% of the RD
method for 1,000 samples. When evaluated on the testing
set with 77,603 datapoints, the proposed surrogate modeling
approach was able to estimate the total economic loss with
98.99% accuracy while reducing the overall processing time to
1/7th of the individual simulation time.
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