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Ubiquitous smartphone technologies and virtual social networks offer us a unique

opportunity to instantly share information to a large number of people. Online social media

platforms facilitate easy and rapid communication of real-time information by producing

a huge amount of digital content. In this paper, we present an analysis of the data

collected from 14 Florida Department of Transportation (FDOT) Twitter accounts created

for sharing real-time traffic information. We analyze the activities, influence, attention

received, and the effectiveness of gaining attention by these accounts. We propose

several metrics in disseminating real-time traffic information. Using topic models, we also

analyze the content of the shared information given in the tweets. Finally, we estimate an

ordered logit model to determine the information value of a shared content based on its

chance of getting retweeted. Based on the study, we propose a framework called Social

Media-based Adaptive Real-time Traffic feed (SMART-Feed) that will significantly improve

the effectiveness of real-time traffic information sharing through social media. Moreover,

it will help to assess the value of real-time traffic information to travelers and developing

social media strategies for sharing information.

Keywords: real-time traffic information, social media, twitter, topic model, information value, retweeted

INTRODUCTION

Ubiquitous use of smartphones and online social networks offers us a unique opportunity to
instantly share information to a large number of people. Online social media platforms enable
fast and easy communication of information at a mass scale, producing a huge amount of digital
content. The number of active users of social media such as Facebook, Twitter, Reddit, Instagram
etc. outnumbers regular viewers of conventional news sources such as newspapers, television, and
online portals. Social media platforms provide news to certain population groups who otherwise
might have been out of reach (Mitchell and Page, 2013). Social signals, from messages posted
on social networking sites, record our daily activities and create large amounts of data for traffic
and transportation analysis (He et al., 2016). In the USA, social media are already being used
by newspapers with more than 100,000 weekday circulations to distribute their content online
(Kümpel et al., 2015). Transportation agencies can potentially use social media to share traffic-
related information among travelers (Eirikis and Eirikis, 2010; Transportation Research Board and
National Academies of Sciences, Engineering, and Medicine, 2012). Agencies such as the State
Department of Transportation (DOT) have been increasingly using social media platforms to
disseminate real-time information to travelers (NASCIO, 2010; AASHTO, 2014).
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With 67 million active users, Twitter is one of the most widely
used social media platforms in the USA (Twitter by the Numbers:
Stats, Demographics and Fun Facts, 2017). It is a microblogging
service used to share views, activities, and thoughts through a
280-character message known as a “tweet.” Most of the state
DOTs are using Twitter accounts to share critical information
regarding traffic jams, crashes, incidents, and planned road work.
Apart from the text portion of a tweet, there are a number
of features that carry important clues to various attributes of
social media activities, influence, and effectiveness. To efficiently
use Twitter, sharing information with travelers, we need to
understand what makes a Twitter account and its messages more
effective. Furthermore, we need to understand to what extent the
information shared by those accounts are being spread.

In this study, we analyze data collected from 14 Florida
Department of Transportation (FDOT) Twitter accounts. We
have analyzed the tweets made by these accounts and the
effectiveness of sharing real-time information. Using topicmodel,
we have analyzed the content of the shared information given
in the tweets. We have measured the influence and attention
received by these accounts. We have also proposed several
metrics to measure the effectiveness of Twitter accounts in
disseminating traffic information.

Among the various features of a Twitter account, previous
studies considered follower count, number of retweets, number
of mentions, geographical extent of the followers etc. to measure
the performance of an account (Anger and Kittl, 2011; Kocatepe
et al., 2015). But as most of the state DOT accounts are used for
disseminating information, the applied techniques may fall short
to measure the exact effectiveness of these accounts (Kocatepe
et al., 2015). Therefore, more advanced metrics with reliable
features are required to find out the influence of Twitter accounts.

When real-time traffic information is shared on Twitter, users
may retweet it or not. The choice is influenced by several factors
such as a number of followers, users favorite count, time of day
(day or night), weekday or weekend, and characteristics of the
shared content (incident related post, general traffic update etc.).
To better understand the impact of these factors on retweeting
behavior, we have adopted an ordered response modeling
approach. The implemented model is used to evaluate the value
of shared information to the user. Thus, we can filter out the less
important information based on this information value and avoid
overcrowding the newsfeed with random updates. Eventually,
this framework would improve the effectiveness of these accounts
in real-time information sharing. We present a framework to
disseminate real-time traffic information connected with a social
media platform (e.g., Twitter). The systemwill be known as Social
Media-based Adaptive Real-time Traffic Feed (SMART-Feed).

This study has several contributions to the effectiveness
of information sharing techniques using social media. First,
by analyzing large-scale data from Twitter it investigates
how effectively social media have been used to disseminate
information to travelers. Second, this study presents several key
metrics to measure the influence and effectiveness of social media
accounts in disseminating information. Third, it uncovers the
relationship between the topic of a message and the attention
received by it. Finally, it develops a framework for a SMART-
Feed. Thus, this research work makes a significant contribution

toward adopting social media for disseminating real-time traffic
information to travelers.

RELATED WORK

Real-time traffic information under different traffic scenarios is
helpful to predict travel time and thereby to choose the optimum
route before and during a trip. Jou and Chen (2013) found that
in freeways the most significant real-time traffic information
demanded by the drivers was the dynamic travel time under non-
recurring situations. Advanced Traveler Information Systems
(ATIS) technologies such as dynamic message signs, in-vehicle
navigation systems, wireless communications, Highway Advisory
Radio, TV, and radio reports of route conditions etc. (Jou and
Chen, 2013) are some of the mediums to broadcast real-time
traffic information, which has been found to reduce travel time
and increase the transportation system performance (Srinivasan
and Krishnamurthy, 2004; Jou et al., 2005). Researchers found
that ATIS applications can reduce the uncertainty in non-
recurrent congestion.

Along with conventional ATIS methods, social media can
be used as promising platforms to disseminate real-time traffic
information. Transportation agencies have been using social
media platforms to spread and gather information during both
normal situations and disaster events (Transportation Research
Board and National Academies of Sciences, Engineering,
and Medicine, 2012). Timely updates, citizen involvement,
marketing, research opportunities, and customer satisfaction
etc. are attracting more service providers/agencies to use social
media platforms as a networking tool (Bregman and Watkins,
2013). Misra et al. (2014) studied the best practices of using
social media data and found that almost every state department
of transportation, many public transit agencies, and airports
have a social media presence, indicating a dramatic shift on
how agencies interact with its customers. Tweets posted during
various disasters have been analyzed to extract useful information
about the disaster (Imran et al., 2013; Roy, 2018; Roy and Hasan,
2018), individual user behavior (Rashidi et al., 2017; Roy et al.,
2019), address the reliability of posted messages (Mendoza et al.,
2010), relate with established statistics (Culotta, 2010), increase
awareness (Huang et al., 2010), assess damage (Kryvasheyeu
et al., 2016), and even to detect earthquake (Earle et al.,
2011). Recent studies have investigated on how to understand
the interplay among user activities, network properties, and
the attention received in social media and to identify factors
for successful crisis communication in emergency situations
(Sadri et al., 2017a,b).

In the transportation domain, social media data have been
used to find mobility and activity choices (Chen, 2017),
classifying activity patterns (Hasan and Ukkusuri, 2014, 2015),
estimating urban travel demand (Lee et al., 2017), studying traffic
flow (Liu et al., 2014), forecasting transit passenger flow (Ni
et al., 2016), transit rider satisfaction metric (Collins et al., 2013),
and many others. Pender et al. (2014) found that the real-time
information shared in social media can reduce disrupted travel
demand. Even though a large number of transportation agencies
use social media to share information to travelers, few studies
have focused on finding the effectiveness of using social media as
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a real-time information sharing platform. Kocatepe et al. (2015)
determined the influence of Twitter accounts based on a case
study of FDOT District-3 Twitter accounts. They proposed a
GIS-based approach to find out the reach of the followers of
the Twitter accounts. Cha et al. (2010) presented an empirical
approach to find the influence of Twitter users in spreading
popular news topics based on the number of followers, re-tweets,
and mentions. Anger and Kittl (2011) calculated the “interaction
ratio” (number of individual users who re-tweet content or
mention a user divided by the total number of followers of the
user) and “re-tweet and mention ratio” and took the average
of these two values to represent social network potential of
any user. Some online rating systems such as (Klout Score,
2018) and (Website Grader, 2006) rank user profiles based on
their characteristics.

Most of the studies on social media are focused on developing
different metrics based on user attributes to determine which
users are more effective in information sharing and developed
models for the number of retweets and retweeting patterns. For
instance, Zaman et al. (2014) used a Bayesian approach to predict
the total number of retweets. Peng et al. (2011) proposed a
method to model the retweet patterns using conditional random
fields with three types of user-tweet features: content influence,
network influence, and a temporal decay factor. Zhu et al.
(2017) proposed a Markov Random Field model for predicting
user retweet behaviors. In the proposed method, they used
energy function which incorporates user’s attributes, microblog
contents, the constraints between user’s behaviors, and thus can
globally predict user retweet behaviors.

Although sharing real-time traffic information through social
media holds tremendous potential, its use can be resource
intensive (Pender et al., 2014). Studies need to determine an
efficient way to spread information to a large group of users
within a shorter time. In addition, it is important to find
the appropriate features of social media accounts to ensure
an effective sharing of real-time traffic information without
overburdening users with information.

METHODOLOGY

We collect data from Twitter accounts broadcasting 511 traffic
information service. We mainly focus on four aspects of a
Twitter account:

• Activity: measured by the total number of tweets posted by
an account

• Influence: measured by the total number of followers and lists
an account has been added to

• Attention: measured by new followers received, re-tweets
posted, and list added. New followers and list added indicate
the attention gained by a specific account while the number
of re-tweets posted indicates the attention gained by a tweet
revealing a specific type of traffic information

• Effectiveness: measured by the amount of attention received
per unit activity

Effectiveness Metrics for a Twitter Account
Effectiveness η of a user account u for a specific period (ti to tf )
is defined as the ratio between total attention received and
total activity performed within specific time frame as shown in
Equation (1)

ηu
(

ti, tf
)

=

∑tf
t=ti

attt(u)
∑tf

t=ti
actt(u)

(1)

where, attt(u) is the amount of attention received by the account
u during the time period t and actt(u) is the total activities
or tweets posted by the account u in the time period t. Using
Equation (1), we calculate the overall effectiveness of the accounts
based on three variables (new followers received, re-tweets
posted, and lists added).

Generalized Topic Model
To recognize the patterns of posted tweets giving information to
travelers, we have applied Latent Dirichlet Allocation (LDA) or
topic modeling approach (Blei et al., 2003). LDA model specifies
a probabilistic procedure of generating documents (Steyvers and
Griffiths, 2007). The process starts choosing a distribution over
topics. And for each word in the document, a topic is randomly
selected from the chosen distribution. Finally, a word is randomly
drawn from that topic (Steyvers and Griffiths, 2007). The process
can be used to infer the set of topics responsible for generating
a collection of documents (i.e., tweets) by applying standard
statistical techniques inverting the process. The topic model has
been widely used in machine learning; it has been recently used
in transportation studies (Farrahi and Gatica-Perez, 2011; Hasan
and Ukkusuri, 2014). The generative process can be explained
this way, for each document d of the D documents:

• Pick a topic distribution, θd ∼ P(θ|α)
• For each of the Nd words

- Pick a topic Zd,n ∼P(z| θd) and pick word Wd,n ∼P(z|ϕ d)

From the graphical model (see Figure 1), we can write the
joint distribution:

P(ϕ1 : k, θ1 :D,Z1 :D,W1 :D) (2)

=

k
∏

i=1

P(ϕi)

D
∏

d=1

P(θd) (

Nd
∏

n=1

P(Zd,n|θd)P(Wd,n|Zd,n,ϕ1 : k))

ϕi and θd do not depend on any other parameters but Wd,n

depends on Zd,n and ϕk. Compute the conditional distribution
of the topic structure given the observed documents can be
written as:

P(ϕ1 : k, θ1 :D,Z1 :D|W1 :D) =
P (ϕ1 : k, θ1 :D,Z1 :D,W1 :D)

P (W1 :D)
(3)

For marginalization, P (ϕ1 : k, θ1 :D,Z1 :D,W1 :D) is divided
by P (W1 :D) which can be obtained by integrating
P (ϕ1 : k, θ1 :D,Z1 :D,W1 :D) over ϕk, θd, and Zd. But this
is not feasible because there could be billions of topics
structure possible for different words. In this study, we
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FIGURE 1 | Graphical Representation of an LDA Model.

have approximated this term adopting a sampling-based
approach (Steyvers and Griffiths, 2007).

User Specific Topic Model for
Content Analysis
We have also applied a user-specific version of the topic
model (Hasan and Ukkusuri, 2014, 2015) that determines the
distribution of different topics in the compiled tweets posted
by all user accounts and the distribution of different words in
each topic. The details on how to estimate model parameters
can be found in Hasan and Ukkusuri (2014). Given U user
accounts’ tweets containing traffic information, K topics over W
unique traffic-related words, the objectives of the user-specific
model are:

• to find the probability of a word w given each topic k,
P

(

w
∣

∣z = k
)

where P
(

w
∣

∣z = k
)

represents K multinomial distributions over
words of size W.

• to find the probability of a user account u given each topic k,
P

(

u
∣

∣z = k
)

where P
(

u
∣

∣z = k
)

represents K multinomial distributions over
users of size U.

The above model views a topic as a probability distribution
over words and an account’s posts as a mixture of these topics.
Intuitively, P (w|z) determines the importance of a word to a
topic and P (u|z) determines the prevalence of an account’s posts
to a topic. Thus, P (w|z) and P (u|z) can be used to find top words
in a topic and top accounts for a topic, respectively.

Ordered Logit Model for Analyzing
Retweet Behavior
In this study, we are modeling the retweet behavior (chances
of shared content getting retweeted) based on several attributes
related to each of the FDOT twitter accounts which can
be easily extracted from the account’s information. However,

retweeting behavior is more complex than it seems, especially
when considering the follower behavior related to a specific
account. For example, it is highly unlikely that all followers will
be active at the same time of the day and focus on the same
content, different users might be active at different time of the
day and their preference will differ. Thus, it may appear that
unobserved heterogeneity caused by user behavior may affect our
results. Researchers have implemented several statistical methods
to address such unobserved heterogeneity (Washington et al.,
2010; Mannering et al., 2016; Fountas et al., 2018). However,
in this study, we are not modeling individual behavior. Instead,
we are investigating what features of a tweet—posted by a
system-level account—would allow the tweet to be shared more.
In this case, we are not dealing with user-level heterogeneity.

As such, unobserved heterogeneity should not be of a major
concern here.

Another related issue is the presence of selectivity biases
of Twitter users. However, we are not focusing on the
influence of an individual traveler (specific user account) on
information sharing; rather we are estimating which system-
generated message gets more attention. As such, we are not
analyzing the data generated by the users, instead we are
analyzing the data generated by the system. We selected
only the FDOT maintained Twitter accounts and the features
are directly related to these accounts and their posts. Thus,
our data collection is not directly affected by the selectivity
biases present among Twitter users. However, the attention
received by each post might be affected by selection biases
of Twitter users. In this case, since our results are implying
information sharing of FDOT Twitter accounts within Twitter’s
ecosystem, we do not anticipate such biases should be of any
major concern.

Thus, we choose ordered logit model to estimate the
information value of a particular tweet based on its chances
of getting attention. In particular, we use the ordered response
model to determine the factors that contributes for a tweet to
be retweeted.
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In the ordered response model, we assume that there
is a uni-dimensional index function (latent propensity) that
determines the choice process (Eluru and Yasmin, 2015). We
assume that the choice of retweeting (yi) is associated with an
underlying continuous latent variable y∗i that can be specified as
a linear function:

y∗i = Xiβ + εi, for i = 1, 2, 3, . . . . . . . . . N (4)

where, Xi is a vector of independent variables for tweet
i, β is the vector of unknown parameters to be estimated,
and εi is the random disturbance term assumed to
be logistic.

Let j (j = 1, 2, 3 . . . . . . . . . . . . J) denotes the level reflecting
the number of times a content has been retweeted (0, 1,
2+) and τj denotes the thresholds associated with these
levels. These unknown thresholds supposed to divide
the propensity into j − 1 intervals. Thresholdτi relates
the unobservable latent variable (y∗i ) with the observable
ordinal variable yi through a response mechanism of the
following form:

yi = J, if τj−1 < y∗i < τj, for j = 0, 1, 2 . . . ...J (5)

In order to ensure well-defined intervals and natural ordering of
the observed level of retweets, the thresholds are assumed to be
ascending in order, such that τ0 < τ1 < τ2 < ..........τj, for j =

0, 1, 2 . . . ...J where τ0= -∞ and τ0= +∞. The probability
equation can be written as follows:

πij = Pr
(

yi = j
∣

∣Xi

)

= ∧(τj − Xiβ) − ∧(τj−1 − Xiβ) (6)

∧(.) represents the standard logistic cumulative distribution

function and πij is the probability that a shared content i will be
retweeted up to certain level j. The standard logistic distribution

function (CDF), ∧(t) = 1
1+e−t ; applying the transformation in

Equation (6), the probability takes the following form:

πij = Pr
(

yi = j
∣

∣Xi

)

=
exp(τj − Xiβ)

(1+ exp(τj − Xiβ))
−

exp(τj−1 − Xiβ)

(1+ exp(τj − Xiβ))
(7)

In Equation (7), the parameter β is constrained to be same across
all alternatives, resulting a monotonic impact of independent
variables on probability levels (Eluru and Yasmin, 2015).

DATA DESCRIPTION
AND PREPROCESSING

Florida Department of Transportation (FDOT) 511 service
manages 14 Twitter accounts to share incidents and real-
time traffic information throughout the state. Each account
provides traffic information for specific regions and/or facilities
maintained by FDOT. Among these accounts, tweets have been
collected from 13 accounts which use English language (Table 1)
except the account named “FL511_Estatal” which uses the
Spanish language?. We have also collected data from the account
“I4-Ultimate” which provides real-time updates about incidents
and traffic disruptions in different segments of I-4 caused by
the I-4 Ultimate construction project. Using Twitter’s REST API
(Twitter Developer Documentation: REST API, 2006) we have
collected 100,527 tweets for the 14 FDOT accounts. For collecting
user specific tweets there is a limitation which imparts that anAPI
can collect only the latest 3,200 tweets of any user account. We
ran the search for each user account once every 2 weeks starting
from April 08, 2017 to July 21, 2017. Table 1 provides a short
description of the accounts considered in this study and the total
number of tweets collected during the data collection period.

TABLE 1 | Twitter data from FDOT accounts.

No. User screen name Region/Facility Locations Account created at

1 @fl_511_i4 I-4 Florida, Tampa, Lakeland, Lake Buena Vista, Orlando, Lake Mary, Daytona 1/12/2012

2 @FL511_95Express I-95 express lanes Florida, Fort Lauderdale, Miami 1/24/2017

3 @fl511_central Central Florida Orlando, Daytona, Space Coast, Kissimmee, Ocala Brevard 10/6/2010

4 @fl511_i10 I-10 Florida, Jacksonville, Tallahassee, Pensacola, Lake City, Crestview 10/6/2010

5 @fl511_i75 I-75 Florida, Gainesville, Ocala, Tampa, Sarasota, Fort Myers, Lake City 10/6/2010

6 @fl511_i95 I-95 Florida, Jacksonville, Daytona Beach, Fort Lauderdale, Miami 10/6/2010

7 @fl511_northeast Northeast Florida Jax, St. Augustine, Gainesville, St. Johns, Lake City 10/7/2010

8 @fl511_panhandl Panhandle Tallahassee, Pensacola, Panama City, Destin, Crestview 1/12/2012

9 @fl511_southeast Southeast Florida SEFL, Miami, Ft Lauderdale, Broward, Palm Beach 5/10/2017

10 @fl511_southwest Southwest Florida Naples, Ft Myers, Cape Coral, Sarasota, SWFL 10/6/2010

11 @fl511_state Traffic reports from @myfdot Tampa, Orlando, Miami 10/7/2010

12 @fl511_tampabay traffic info provided by @MyFDOT Tampa, Hillsborough, Pinellas, Pasco, Lakeland, Polk, SRQ 10/6/2010

13 @fl511_turnpike Florida’s Turnpike Mainline Miami, Fort Lauderdale, Orlando, Port St. Lucie 10/6/2010

14 @I4Ultimate Real-time traffic of I-4 Official page of My FDOT_CFL’s I-4 Ultimate project 11/25/2014

Location information was collected from the account’s profiles.
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DATA ANALYSIS

A Twitter account with more followers is likely to spread
information to more people and hence has a greater influence.
Similarly, the influence of an account to other users can be
measured from the list count, assuming that other users will only
consider putting this account into a separate list among its friends
as far as they find the account giving useful information. Thus,
the number of followers and lists added indicate the influence or
importance of an account.

Whether people consider the information shared in a tweet as
important or not can be measured from the number of times it
has been shared by others (known as a re-tweet to Twitter users).
Table 2 shows some of the important features extracted from data
collected of FDOT Twitter accounts. Figure 2 shows the activity,
influence, and attentions gained by these 14 accounts.

Figure 2A shows the total number tweets posted starting
from the earliest to the latest tweets collected during the data
collection period and the total number of followers and list
count during the same time frame for each account. It is seen
that “fl_511_central” (the account responsible for broadcasting
information about Orlando, Daytona, Space Coast, Kissimmee,
Ocala, and Brevard) posted the maximum number of tweets
(14,263) and “fl_511_state” posted the highest number of tweets
per day. “fl511_turnpike” has the highest number of followers
showing its overall influence in disseminating information
to travelers.

Figure 2B shows that “fl_511_central” received the maximum
number of followers (428) during the data collection period and
its tweets have been re-tweeted for the highest number of times
(667). This indicates that usefulness of the information shared by
this account is increasing. To normalize the attention received
over account activities, we have plotted the number of followers
received, re-tweets posted, and lists added per thousand of tweets

posted. “fl511_turnpike” is the most efficient account for gaining
new followers per thousand tweets (85.82). On the other hand,
“I4Ultimate” is the most efficient account for receiving most re-
tweets per thousand tweets (111.64) (see Figure 2C) indicating
the relative relevance of information posted by this account.
“FL511_95Express” is a relatively new account starting from
January 2017 and had the highest rate of list added with lower
numbers of re-tweets posted and followers added per thousand
tweets. Although established later, “I4Ultimate” is proving to be
more efficient in spreading information than “fl_511_i4” with
real time traffic updates.

Effectiveness Analysis
To better understand the dynamics of real-time information
sharing, we have plotted daily activity and effectiveness metrics
for all the accounts. Figure 3A presents the daily activities of
the 14 accounts and Figures 3B–D present the daily efficiencies
of the accounts in terms of follower gain, re-tweet count, and
listed count, respectively. The highest daily activity can be found
for the accounts “fl511_stste” and “fl511_central” with daily
activity of 400+ tweets. The white portion of the heatmap in
Figure 3A represents the days with zero or missing information
(data not collected or exceeded the limit of 3,200 tweets during
the search process). Up to the last part of February 2017
most of the account had activity of 55–148 (4–5 in natural
logarithm scale). “fl511_central,” “fl511_i4,” “FL511_95Express”
had constant trend of daily activity.

From Figure 3B it can be found that most of the time
the daily effectiveness is zero or close to zero, meaning the
number of followers gained is zero or very low compared to the
daily activities. Interesting pattern can be seen for the account
“Fl511_95Express” as it has a continuous growth in number
of followers from the end of February till mid of May 2017,
whereas from the beginning till the end of data collection

TABLE 2 | Total days, followers (FWs), re-tweets (RTs), lists, and effectiveness of FDOT accounts.

Sl no Account

name

Days in

the data

Tweets Total FWs List

count

FWs

gained

RTs

posted

List added FWs

received/

1,000 tweets

RTs/1,000

tweets

List added/

1,000 tweets

1 fl511_central 162 14,263 3,053 175 428 667 2 30.01 46.76 0.14

2 fl511_state 46 12,856 2,174 240 163 107 129 12.68 8.32 10.03

3 fl511_southeast 97 11,871 6,080 323 189 554 13 15.92 46.67 1.10

4 fl_511_i4 173 8,387 3,144 141 289 132 17 34.46 15.74 2.03

5 fl511_northeast 135 7,058 1,648 215 50 531 116 7.08 75.23 16.44

6 fl511_i95 150 6,602 6,928 526 283 302 261 42.87 45.74 39.53

7 FL511_95Express 150 5,709 128 434 5 56 416 0.88 9.81 72.87

8 fl511_i10 175 5,600 1,289 124 69 219 71 12.32 39.11 12.68

9 fl511_i75 156 5,453 6,654 243 396 288 2 72.62 52.81 0.37

10 fl511_tampabay 163 5,445 3,953 206 132 273 1 24.24 50.14 0.18

11 fl511_panhandl 177 5,201 1,778 114 86 362 15 16.54 69.60 2.88

12 fl511_turnpike 168 4,323 10,262 255 371 464 0 85.82 107.33 0.00

13 fl511_southwest 180 3,986 2,366 284 104 141 150 26.09 35.37 37.63

14 I4Ultimate 161 3,771 1,696 61 318 421 7 84.33 111.64 1.86

FW, Followers.
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FIGURE 2 | Activity, Influence, Attention by FDOT Twitter accounts: (A) Activity and influence metrics, (B) Attention gained, and (C) Attention gained per

thousand tweets.

period this account has gained only 5 followers (Table 2).
The result is not misleading as this account has lost some
of the followers (negative effectiveness) which are not shown

in the Figure 3B. The daily re-tweet effectiveness (Figure 3C)
is higher for “I4Ultimate,” “fl511_pandhandl,” “fl511_i10,” and
“fl511_northeast” etc. “i4Ultimate” is consistent in re-tweet
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FIGURE 3 | Daily Activity and Effectiveness of FDOT Twitter Accounts. (A) Daily Activity, (B) Daily Effectiveness in terms of Follower Gain, (C) Effectiveness in terms of

Re-tweet Count, and (D) Effectiveness in terms of Listed Count.

counts, meaning its posted tweets have been re-tweeted more
often than the tweets of other accounts. “fl511_state” with high
activity has low effectiveness for both followers gain and re-
tweet count. From the listed count effectiveness (Figure 3D)
it is found that “Fl511_95Express” has similar kind of trend
in listed count effectiveness as its follower gain effectiveness.
From Table 2 we can see that this account has the highest
list added count (equal to 416), that means more user in its
follower list have added this account into a separate list among
their friends.

Content Analysis for User Specific Data
Previous studies pointed out that the content studies is a critical
issues in order to understand the spatial reach of FDOT accounts
(Kocatepe et al., 2015). We have applied topic models to find
out the probability distribution of certain words in the posted
messages or Tweets of FDOT user accounts.We run topic models
on two sets of tweet texts: (i) tweets that were re-tweeted at least
once and (ii) tweets that were not re-tweeted. Before running the
topic model, we carefully filtered out the time stamps from the
tweet texts. Figures 4, 5 show the results of topic model runs.
The top panels of both figures show the probability distribution
of each user account in the corresponding topics. The bottom
panel of the figures show the probability distributions of words
in a given topic.

In Figure 4, the top user account for topic #3 is
“fl511_turnpike” (the account with the highest effectiveness

in follower gains) and the top 5 words of topic #3 include:
Turnpike, Floridas, Exit, Traffic, MiamiDade. From Table 2, we
found that “fl511_central” has the highest number of re-tweeted
posts. From the topic distribution, we can see that “fl511_central”
highly contributes to topics #2, #4, #6, #7, #11, #12, #13, #14, and
#18. The top words of these topics include, cleared, stuck, Crash,
vehicle, Planned, I4, I75, Delays, Pkwy, drive, traffic etc. These
topics refer that “fl511_central” received more attention when it
broadcasted information about Interstate I-4 and I-75 freeways.
We can also interpret the results going over a specific topic. For
instance, topic #17 is about the tweets informing travelers about
the lane blockages due to crashes. From the top panel, we see
that majority of accounts have contributed this topic. This means
that tweets related to crashes frommost of the accounts are more
likely to re-tweeted.

All the topics in Figure 4 indicate the types of information
that are more relevant to travelers as the tweets considered in
this analysis have been re-tweeted. However, the words found
in the word-topic distribution shown in Figure 5 are mostly
related to roadway directions (i.e., west, north etc.), locations
(i.e., MiamiDade, Duval etc.), dates (i.e., July 4th), and other less
informative words (i.e., lane, shoulder etc.). Although it has some
similar words like the topics in Figure 4, but the amount is much
lower. This indicates that tweets posted about regular updates are
less likely to propagate among other users. By Manual checking
of the tweets it has been clear that most of the tweets of this set
is about different types of updates such as crash, construction,
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FIGURE 4 | For re-tweeted posts, (top) probability of each user in a topic (the color bar shows the probability scale) and (bottom) probability of each word in a topic.

congestion, weather condition (e.g., fog), emergency
information and other traffic related information (e.g., lane
blocked, lane cleared). Given below are the sample tweets of
these kinds:

• Cleared: Off ramp backup Brevard I-95 south Exit 173 SR-514
right lanes blocked. Last updated 06:31:41 p.m.

• Cleared: Planned construction Martin I-95 north Mile Marker
89 right lanes blocked. Last updated 12:57:21 a.m.

• Update: Planned construction Volusia I-95 south MM 262 left
lane blocked. Last updated 12:28:06 p.m.

We have removed the time stamps (i.e., Last updated 06:31:41
p.m.) before running the topic models. The first tweet has been
posted three times and the second and third tweets have been
posted twice. These repeated updates however do not carry any
new information, hence are less likely to be relayed by travelers.

Context Wise Tweet Classification
Using LDA model we have generated 20 topics having 10
words in each topic among which only a few were meaningful
words such as a crash, updated, disabled, flooding, Traffic,
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FIGURE 5 | For non-re-tweeted posts, (top) probability of each user in a topic (the color bar shows the probability scale) and (bottom) probability of each word

in a topic.

TABLE 3 | Categories based on word distribution in different topics.

Topic no Sample words in different categories Category

1st word 2nd word 3rd word 4th word

1 Blocked (0.0628) Exit (0.0618) Lane (0.0445) Crash (0.0397) Crash related updates

2 Turnpike (0.079) Exit (0.079) Traffic (0.0370) Congestion (0.0369) Congestion related updates

3 Blocked (0.079449) Lane (0.0486) Exit (0.0365) Disabled (0.0268) Information regarding disabled vehicle, roadway, and lane condition

4 Update (0.166) Last (0.0228) Emergency (0.0201) Police (0.0194) Emergency situation or police activity on roadway

5 Alert (0.0517) Issued (0.0438) Fog (0.0119) Effect (0.00996) Weather related updates

6 Blocked (0.0323) Lane (0.0447) South (0.0421) Construction (0.0323) Roadway improvement and construction related updates
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TABLE 4 | Descriptive statistics of key variables.

Variable description Mean or % Minimum Maximum

Users’ activity

Number of tweets per day 62.41 22.144 279.47

Number of tweets liked

by a user

32.37 0 747

Accounts’ network size

Number of tweets liked

by a user

32.37078 0 747

Number of followers 3522.881 106 10262

Number of friends 380.6398 51 1032

Number of listed users 173.2668 5 328

Users’ entity in twitter (or accounts’ screen name)

fl511_central 14.33% 0 1

fl511_state 12.33% 0 1

fl511_southeast 11.77% 0 1

fl_511_i4 8.36% 0 1

fl511_northeast 6.84% 0 1

fl511_i95 6.71% 0 1

fl511_95express 5.53% 0 1

fl511_i10 5.93% 0 1

fl511_i75 5.33% 0 1

fl511_tampabay 5.40% 0 1

fl511_panhandl 5.19% 0 1

fl511_turnpike 4.38% 0 1

fl511_southwest 4.10% 0 1

I4Ultimate 3.78% 0 1

Posted tweets time

Weekdays 80.28% 0 1

Weekends 19.71% 0 1

Tweet posted between

12 a.m. and 8 a.m.

27.51% 0 1

Tweet posted between

8 a.m. and 12 p.m.

14.31% 0 1

Tweet posted between 12

p.m. and 7 p.m.

25.97% 0 1

Tweet posted between 7

p.m. and 12 p.m.

32.20% 0 1

Tweet types

Crash related updates 34.95% 0 1

Congestion related

updates

10.54% 0 1

Information regarding

disabled vehicle, roadway

and lane condition

15.09% 0 1

Emergency situation or

police activity on roadway,

Weather related updates

6.66% 0 1

Weather related updates 0.49% 0 1

Roadway improvement

and construction related

updates

23.64% 0 1

Others 8.61% 0 1

emergency etc. Based on the contexts we have categorized
them as crash related updates, traffic congestion related updates,
information regarding disabled vehicle, roadway and lane
condition, emergency situation or police activity on roadway,

TABLE 5 | Ordered logit model results.

Variable descriptions Estimates t-stat

Threshold 5.93 25.23

Threshold 8.31 31.96

Number of tweets liked by a user 0.291 9.25

Number of followers 0.333 8.26

FL511_95Express 0.946 2.76

fl511_central 1.14 7.43

fl511_i10 1.31 5.05

fl511_northeast 1.99 9.94

fl511_panhandl 2.17 10.69

fl511_southwest 1.24 5.31

I4Ultimate – –

Tweet posted between 12 a.m. and 8 a.m. 0.724 8.51

Tweet posted between 8 a.m. and 12 p.m. 0.682 6.47

Tweet posted between 7 p.m. and 12 p.m. – –

Crash related updates 0.324 3.57

Disabled vehicle, roadway, and lane condition – –

Emergency situation or police activity on roadway 0.742 5.30

Other Information 1.01 8.30

Number of cases 19,977

Log-likelihood at convergence −3254.954

Log-likelihood for constants only model −3478.002

Null Log-likelihood for the initial model −21946.978

Rho2 0.852

Adjusted Rho2 0.851

weather related updates. There was few other information such
as information related to starting of holidays, preparedness alert
ahead of hurricane season etc. which cannot be classified into a
specific category. So, we have added them to another category
which contains other information except these seven categories.
So, in total, we have created seven categories of the shared
content (Table 3).

Among the 100,527 tweets, about 35% of the tweet are crash
related and only 0.5% of the tweets contain weather alerts. About
9% of the tweets have not been classified into any category
containing random unusual information.

Prediction Model Results
In this task, we develop a model to determine the effects
of different variables on retweeting behavior. We randomly
choose 20% of the data for developing the model. In our
sample, 3.8% of the data was retweeted, among which 3.4%
of the data sample was retweeted once, and 0.4% of the
data sample was retweeted more than once. The proportion
of the sample in the third category (retweeted more than
once) is quite low (<1%), so we do not divide this category
further. In our final model we have three outcomes. In
Table 4 we added the descriptive statistics of the key variables.
In Figure 2A we have already shown the variation of these
variables for different accounts. We estimated an ordered logit
model (Table 5) that gives us the probability of an information
content being retweeted considering whether a tweet has been
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retweeted or not as a dependent variable and the following
predictor variables:

User Favorites Count
User favorites count indicates the number of Tweets a particular
user has liked in the account’s lifetime. The coefficient
corresponding to this variable is positive which means that if all
others remain same, the probability of an account’s posts getting
retweeted increases with the increase of its favorite counts. The
possible reason is that if an account likes the content shared by
other users then it will get more attention and those people will
follow his post. So, the chances of getting retweeted increases.

Network Size
Network size of a user account is indicated by the number
of followers and friends connected with the account. After
controlling all other variables, the likelihood of getting retweeted
increases with increased number of followers. If an account has
higher number of followers, its content will get more attention
and the chances of being retweeted will be higher.

Users Entity
The tweet posted by a particular user account has a significant
influence on getting attention. From Table 4, we can observe
that while tweets are posted by FL511_95Express, fl511_central,
fl511_i10, fl511_northeast, fl511_panhandl, fl511_southwest user
entity there is a higher chance of getting attention from the people
hence chances of being retweeted is higher. Moreover, we can
conclude that fl511_central, ffl511_northeast, fl511_panhandl are
the most influential user entity in case of getting attention from
the people.

Time of the Day
If a tweet is posted after midnight (12–8 a.m.) and in morning
hour (8 p.m. to 12 a.m.) then the chances of getting retweeted
increases. The reason is that normally morning hour is important
to time period for the people and they prepare for their work
trip, so they are more likely to check the overall condition what is
going outside, whether there is any blockage or congestion on the

way to the office etc. that is why tweets posted during this period
get more attention and chances of getting retweeted increases.

Tweet Type
Controlling other parameters, if the shared content contains
crash related updates then the chances of getting retweeted
increases. This is reasonable because people are more concerned
about traffic incidents and post-incident roadway condition
while preparing for their trips. Moreover, the information such
as whether there is any emergency alert or police activity on
the roadway, such an information gets more attention from
users and is more likely to be shared. Compared to these two
types of updates, construction related updates are less likely to
be retweeted.

SMART-FEED FRAMEWORK

To share information related to regular traffic updates, roadway
management, and emergency alerts, many transportation
agencies in the USA manage 511 service Twitter accounts. These
accounts may overburden users with repetitive information and
thus discourage users to follow. In this regard, we propose a
framework (see Figure 6) to effectively use social media as traffic
information sharing platforms. We developed a filtering process
that computes the potential value of the shared information
based on past trends on user response to such information. If
the value is less than a threshold value, then the content will be
discarded from being shared.

The value of a shared information depends on its chances
of getting attention from users. If an information content is
shared by more users, it will be more spread to other users.
In the proposed framework, we are computing the importance
value for a shared content based on the probability of it
being retweeted. So, the estimated information value will vary
between 0 and 1. For the information filtering process, we will
select an initial threshold value which will be updated based
on monitoring the improvement in effectiveness metrics for
a particular account. The proposed framework includes some

FIGURE 6 | SMART-Feed Framework.
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information spreading metrics for monitoring the effectiveness
of the information sharing.

The proposed framework can potentially be integrated
with traffic decision-making tools (e.g., Integrated Active
Traffic Management, IATM), to support their information
dissemination functions. Through this framework, IATM
strategies will be shared with users of social media platforms (e.g.,
Twitter). We can measure the effectiveness of this information
to users analyzing their responses. Moreover, there will be some
informative updates which will require maximum attention. The
proposed method will help us to share the information more
effectively (through specific users, time of day etc.) so that they
get maximum attention.

CONCLUSIONS

Real-time information sharing has been a critical component
of successful traffic operations and management and intelligent
transportation systems. Most transportation agencies in the USA
have adopted Twitter, one of the most widely used social media
platforms, as a medium to instantly share traffic information
to travelers. Although Twitter is freely available for information
sharing, assessing the attention and effectiveness of information
sharing needs further analysis. In addition, with an increasing
network size, users served, and diversity of services provided,
agencies have to be efficient in spreading real-time traffic updates
to as many users as possible.

The primary focus of this study is to understand the
effectiveness of real-time information sharing using Twitter. For
this purpose, we have gathered and analyzed about 100,525
tweets posted by 14 FDOT operated Twitter accounts. We have
considered several indicator variables such as the number of
followers, the number of times a tweet has been shared and the
number of times an account has been added to a list. Using
these variables, we have proposed several metrics to measure
influence, attention, and effectiveness in gaining attention by
these accounts. We have developed LDA models to infer the
underlying topic of a tweet in real-time. We also developed an
ordered logit model to determine the information value of a tweet
to a traveler based on the chances of getting attention. Finally,
we propose a framework known as SMART-Feed to improve the
effectiveness of real-time information sharing using Twitter.

The results from our analysis indicate that FDOT Twitter
accounts have significant number of followers ranging from
128 to 10,262 and the messages posted by these accounts
have gained reasonable attention. We also find that a higher
number of activities is not necessarily associated with a higher
effectiveness value. “I4Ultimate,” the account posting the least
number of updates about the recent I-4 construction project, has
received the highest number of retweets per thousand tweets.

To understand the content of the posted messages that are
more likely to be shared again, we have used a text mining
technique known as a topic model. Our results indicate that
tweets repeatedly posted about regular updates are less likely to
be shared by users. On the other hand, tweets with contents
like congestion, roadway blockage, clearing updates with specific
route mention gain more attentions. Thus, it can be concluded
that FDOT’s Twitter accounts are highly engaged and their
activities have received varied attentions as found by our metrics;
however, these metrics can be significantly improved to reach a
larger number of Florida residents.

The result from our retweeting prediction model shows that
user entities like fl511_central, ffl511_northeast, fl511_panhandl
get more attention, hence more effective in sharing information.
The type of the content shared to the viewers is also an
important factor. If the shared information contains crash related
updates, the chances of getting retweeted increases. Moreover,
the information like whether there is any emergency alert or
police activity on the roadway, which are quite unusual news and
sometimes this news get more attention from the users and they
are more likely to share this information.

Our analysis shows that Twitter has a substantial potential to
become a part of successful active traffic management systems
by delivering relevant timely updates to travelers in a cost-
effective way. Though we have developed a filtering technique to
determine relevant posts and avoid information overloading for
users, we need further refinements of the proposed models to be
implemented in a real-world setting.

In future research, one should consider different modeling
frameworks to better capture information sharing and investigate
the effects of unobserved heterogeneity and selectivity biases of
Twitter users on model results. In this study, we have excluded
the account posting tweets in the Spanish language to make
the sample homogenous. We can include the data from this
account to check the stability of model results across population
groups. Finally, to be deployable, the proposed SMART-
Feed framework should be implemented and validated with
real-world data.
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