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There is a multitude of wave-like phenomena in Earth’s ionosphere and
thermosphere such as acoustic waves, gravity waves, planetary waves, tides,
and Traveling Ionospheric Disturbances (TIDs) which are the ionospheric
manifestation of atmospheric waves. These phenomena are often difficult to
study since measurements are typically irregular in time and space due to
geographic constraints for deploying ground instruments and the natural orbital
motion of satellites. This frequently precludes Fourier methods such as the Fast
Fourier Transform (FFT) from being used. The Lomb-Scargle Periodogram (LSP)
provides FFT-like analysis when measurements are irregular. To our knowledge,
all prior use of the LSP in space science has been one-dimensional. This
paper uses a N-Dimensional extension of the LSP (ND LSP) to study traveling
ionospheric disturbances in four dimensions on a quiescent day near solar
minimum.We use an exquisite dataset consisting of 12 ionosondes over Australia
on June 29, 2019. The ND LSP resolves the full 3-dimensional wave vector as
well as the period for many discrete TIDs. To the degree possible, we validate
our findings from ionosonde data processed with the ND LSP by using an
FFT-based method on line-of-sight TEC data from the same period and find
similar wavelengths and periods for the large TIDs. We show that TIDs occur
preferentially near 70o elevation and could be missed or mischaracterized if
using TEC data in the thin-shell approximation.

KEYWORDS

traveling ionospheric disturbances, ionosondes, GNSS TEC, spectral analysis, Lomb-
Scargle Periodogram

1 Introduction

The ionosphere is a charged region of earth’s atmosphere extending from ∼100 km
to ∼1,000 km in altitude. The ionosphere has sources of variability from both above,
such as the sun and magnetosphere, and below such as the lower atmosphere. One
class of variability is a Traveling Ionospheric Disturbance (TID) which is a change
in the electron density that moves through space in a quasi-periodic way. TIDs are
generally caused by waves in the neutral atmosphere. If the restoring force is gravity,
the wave is called an Atmospheric Gravity Wave (AGW). If the restoring force is
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pressure, the wave is called an Acoustic Wave (AW). AGWs have
longer periods thanAWs,with the shortestAGWperiod given by the
Brunt-Vaisala frequency (∼15 min at ionospheric altitudes), and the
longest periodAWgiven by the acoustic cutoff frequency (∼ 12 min).

The TIDs that “follow” AGWs can be broken down into
Small-Scale TIDs (SSTIDs) with horizontal wavelengths shorter
than 100 km, Medium-Scale TIDs (MSTIDS) with horizontal
wavelengths in the range 100–300 km, and Large-Scale TIDs
(LSTIDs) with wavelengths over 300 km (e.g., Harris et al., 2012).
LSTIDs can be generated at high latitudes and travel equatorward
and westward with periods of 20 min to multiple hours. MSTIDs
have less uniform propagation directions, and have periods in the
range of 10–60 min.

TIDs can be launched by a variety of mechanisms. Joule heating
in Auroral storms is known to generate LSTIDs. Tropospheric
phenomena such as large convective thunderstorms Azeem et al.
(2018), Azeem et al. (2015), Vadas and Azeem (2021) can generate
AGWs and TIDs. Orographic forcing is a common creator of
TIDs Becker and Vadas (2018), Becker et al. (2022). Earthquakes
Sanchez et al. (2022), tornadoes Nishioka et al. (2013), and
Azeem et al. (2017), Crowley et al. (2016) have also been shown to
generate TIDs. TIDs have also been observed following explosions
both above and below ground Huang et al. (2019) and references
therein, and rocket launches Li et al. (2022), Chou et al. (2018),
Mabie andBullett (2019),Mabie et al. (2016). ElectrifiedMSTIDs are
launched by the Perkins instability rather than neutral atmosphere
processes. Electrified MSTIDs are distinct from other MSTIDs
because they occur at nighttime, carry polarization electric field,
are northwest-southeast aligned (in the northern hemisphere)
and preferentially propagate southwestward (in the northern
hemisphere) Makela and Otsuka (2012), Otsuka et al. (2021).

TIDs are studied using a variety of datatypes. For example,
Martinis et al. (2011) use All Sky Imagery (ASI) to study
hemispheric asymmetry of TIDs. Incoherent Scatter Radar data
has been used to study TIDs in Nicolls et al. (2004), Goodwin
and Perry (2022). High Frequency (HF) Doppler radars such
as the TID Detector, Built In Texas (TIDDBIT) Crowley and
Rodrigues (2012); Vadas and Crowley (2010) have been used to
study TIDs. Additionally, the Super Dual Auroral Radar Network
(SuperDARN) has also been used to study TIDs Oinats et al. (2015),
Frissell et al. (2014). Ionosonde data has also been used to studyTIDs
Morgan et al. (1978), Tedd andMorgan (1985), Reinisch et al. (2018),
Emmons et al. (2020). Radio Telescopes have been used Loi et al.
(2016) often in collaboration with ionosondes Obenberger et al.
(2019). By far, the most common data type with which to study
TIDs is GNSS Total Electron Content (TEC) data Azeem et al.
(2018), Azeem et al. (2015), Vadas and Azeem (2021), Sanchez et al.
(2022), Crowley et al. (2016), Li et al. (2022), Chou et al. (2018).This
data type has many advantages—it is widely distributed over North
America and Europe which provides excellent horizontal resolution,
it often has a very high cadence, and it is publicly available. However,
TEC is an integrated measurement which limits the investigation of
vertical structure without tomography.

The numerical techniques used to analyze these datatypes
include: interpolating the data onto a regular spatial/temporal grid
and using Fourier methods e.g., Azeem et al. (2017), manuallly
curve fitting the raw data, e.g., Li et al. (2022) or using the Lomb-
Scargle Periodogram (LSP) which provides Fourier-like analysis

without the need to interpolate the data. This has been done for
studies of longer-period phenomena like Intraseasonal Oscillations
in the Mesosphere/Lower Thermosphere Gong et al. (2022), and
thermospheric tides Gong et al. (2013), Gong et al. (2021). The LSP
has also been used in ionospheric studies. For example, Goodwin
and Perry (2022) used the LSP to study small-scale structures in
high-latitude electron density from spatially irregular ISR data.

This paper builds off these prior studies and uses a
multivariate (N-Dimensional) extension of the LSP (ND LSP)
to study TIDs using ionosonde data. This technique resolves
the full four-dimensional structure of the TIDs: 3-dimensional
k vector (latitudinal, longitudinal, and vertical wavelength)
and period.

We compare these results to FFT analysis of interpolated TEC.
This comparison is not apples to apples because it uses different
data (ionosondes andGNSS TEC) and different processing (ND LSP
and interpolation and FFT). Although we do not expect these two
analyses to agree completely, large perturbations in the ionosphere
should be reflected in both analyses.

2 Data

Our work uses both ionosonde and TEC data from June 29,
2019 in Australia. This day is quite calm with KP staying below
3, the sunspot number being 5, the DST index varying between
−10 and +10 nT, and F10.7 being near 70 SFU. The ionosonde
data was collected during a dedicated experimental campaign,
and the TEC data are from the Madrigal daily line of sight TEC
product cos (Author Anonymous, 2019). Each dataset is described
separately below.

2.1 Ionosonde data

The ionosonde dataset contains 1,097 ionograms collected from
12 separate ionosondes on June 29, 2019 over Australia. These are
mostly Lowell Digisondes (DPS-1), with the exception of Curtin
VIS, Alice Springs QVIS, and Humpty Doo QVIS, which are DSTG
PRIME ionosondes Harris et al. (2016). Ionosondes measure power
as a function of delay and frequency. Then a “trace” of delay as
a function of frequency is extracted, and scaled to true height.
Trace extraction and scaling can be performed with auto-scaling
software e.g., Galkin andReinsch (2008) or hand-scaling by a human
expert. Trace extraction and scaling contribute the majority of the
error to ionosonde data, so we use hand-scaling for this dataset.
The locations of the ionosondes and their names are shown in
panel (a) of Figure 1. The size of the colored dot indicates the total
number of measurements provided by that ionosonde. The times of
each profile collected by each ionosonde are shown in panel (b).
The nominal cadence is 15 min, but there are gaps depending on
the ionosonde. For example, Alice Springs and South Hedland are
very reliable, but data from Ajana is not available for the second half
of the day.

For each profile, we discard measurements that are not in
the frequency or height range that is directly measured by the
ionosonde. For example, even in these hand-scaled profiles, there
is data extending above hmF2 which is model-driven. To remove
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FIGURE 1
Ionosonde locations (A) and times (B). Electron density from the Alice Springs ionosonde and interpolated TIE-GCM electron density (C). See text for
definition of noise parameter (D).

points like this, we identify all measurements with electron densities
lower than the maximum electron density at lower altitudes
and delete them. This removes the topside and valley region.
We also remove measurements below the minimum frequency
actively measured by the ionosonde. This removes most low-
altitude measurements during local night when the E region
disappears.

Our goal with this work is to capture deviations from a smooth
background. We use a Thermosphere-Ionosphere-Electrodynamics
General Circulation Model (TIE-GCM) Richmond et al. (1992);
Roble et al. (1977) run for the same day performed by the
Community Coordinated Modeling Center (CCMC) as a
background model for its accessibility and reproducibility. This
background model has a native 2.5° resolution and 20 min timestep.
We interpolate the electron density from the background model
to the precise latitude, longitude, altitude, and time of each
measurement. This is shown in Figure 1C which shows the electron
density as a function of time for both the Alice Springs ionosonde
in blue and the TIE-GCM electron density interpolated to the same
location and time.Weusemeasurements near 205 kmhere, knowing
that the actual measurement altitude varies with each profile. Note
the large gap in measurements at local night, and contrast the
smoothness of the TIE-GCM electron density with the variability
of the ionosonde measurements. To quantify the deviations from

the smooth TIE-GCM background we use the noise parameter x
defined in Equation 1 to follow Hughes et al. (2022):

x = Log10 (NeI) − Log10 (NeB) (1)

where NeI is the ionosonde measurement, and NeB is the smooth
background, both in [#/m3]. Since a log axis is used for Figure 1C,
x is the distance between the blue and orange lines. For this
ionosonde and altitude, x is positive all day, but when considering
all ionosondes and altitudes x is well-modeled by a Gaussian
distribution with μ = 0.26 and σ = 0.28. The sign of μ indicates that
the real measurements are on average higher than TIE-GCM by a
factor of 100.26 ≈ 1.82 on this day and in this region.

In summary, our dataset contains 1,097 ionograms from
12 unique ionosondes. Each ionogram contains an electron
density profile with many measurements of electron density. Each
measurement in the region directly measured by the ionosonde is
compared to the electron density from a TIE-GCM model run to
compute x. In total, this results in 14,039 measurements of x all at
different latitudes, longitudes, altitudes, and times.

2.2 TEC data

The TEC data is the line-of-sight TEC data product publicly
available from the Madrigal Database cos (Author Anonymous,
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FIGURE 2
Density of Madrigal TEC data in the vicinity of Australia on 2019/06/29.
The blue dot on the map is the location of an exemplary receiver
(01na) and the blue line is the IPP track for an example TEC arc
(GPS PRN 21).

2019). This global data product is derived from GPS and GLONASS
observations frommore than 6,000 GNSS receivers, including about
60 in Australia that are used for this study. The line-of-sight TEC
values along the raypaths from each receiver to the multiple GNSS
satellites in view are reported at a 30 s cadence. The data product
also includes the vertical TEC for each line-of-sight TEC value,
calculated using a mapping function and placing the ionospheric
piercing point (IPP) at 350 km altitude. For each station in the
vicinity of Australia, we store the transmitting satellite, time, vertical
TEC, and location of the IPP.

The vertical TEC data are further processed in a manner similar
to Azeem et al. (2017). This study detrended the TEC by subtracting
a running 40 min mean to yield dTEC. This detrending would
remove the long-periodTIDswhichwewish to study in this analysis,
so we do not detrend our TEC. Portions of the TEC arc with the
GNSS satellite elevation angle below 20° are discarded. Figure 2
shows the density of the Madrigal data.

The TEC data are then binned into 15 min in time and 1.5° ×
1.5° in latitude and longitude, within a geographical boundary of
[−31°,8.5°] latitude and [117°,150°] longitude (the red boundary
in Figure 2). This boundary is chosen to approximately match the
geographical extent of ionosondes shown in Figure 1A. There are
some gaps in the binned data due to the irregular distribution of IPP
locations. For each time bin, the gaps in latitude and longitude bins
are filled using 2D linear interpolation.No extrapolation is necessary
for the chosen geographical boundary.

3 Methods

3.1 ND LSP

Many different methods have been used to study periodic
structures in the ionosphere. If the data are regularly spaced,

Fourier analysis using the Fast Fourier Transform (FFT) provides
robust and easily interpretable results. Furthermore, FFT analysis is
supported in virtually every scientific computing language making
it readily available. If the data are not regularly spaced, they can
be interpolated onto a regular grid, but this can affect the spectra
depending on the size of the gap being interpolated through
Munteanu et al. (2016). Techniques that do not require interpolation
include phase folding, least squares, and Bayesian methods. One
very powerfulmember of the least squares family of spectral analysis
techniques is the Lomb-Scargle Periodogram (LSP) named for
Lomb (1976) and Scargle (1982). This technique is very common
in astronomy and astrophysics where measurements are typically
irregular. An excellent review of this technique and its use can be
found in VanderPlas (2018). The 1D LSP is a well-studied numerical
technique Press et al. (1992) and is supported in many common
scientific programming languages such as Matlab, Python, and IDL.
However, to the author’s knowledge, there is only one multivariate
(N-D) implementation Seilmayer et al. (2022), and it is in the R
programming language.1 This is in contrast to Fourier analysiswhich
has broad support for N-dimensional analysis. Their derivation is
briefly repeated here. We have implemented this in python, with a
broadcasting extension. The python package as well as a demo and
visualization script are provided on github.

3.1.1 Derivation
Assume that we have a dependent variable y that is a function

of L different independent variables which we group into the vector
X⃗. For our case, y is the electron density, which is a function of the
four independent variables of time, altitude, latitude, and longitude,
so X⃗ = [t,a, lat, lon]T. Further, assume that we have n samples of
our independent and dependent variables so that y is of shape [n]
and X is of shape [L, n). Assuming that our signal is periodic, we
are interested in finding the coefficients ak and bk in a spectral
decomposition defined in Equation 2:

y(X⃗) =
M

∑
k=0

ak cos(ω⃗k ⋅ (X⃗− τ⃗k)) + bk sin(ω⃗k ⋅ (X⃗− τ⃗k)) (2)

where each ω⃗k is a size [L] vector containing a unique
set of frequencies. For our case, they are all of the form
[1/P,1/λz,1/λLat,1/λLon] for periods P and wavelengths λ. The
coefficients ak,bk, describe the amplitude and phase of y at
frequency ω⃗k. Equation 2 differs from the standard discrete
Fourier decomposition in two ways; first, the frequencies ω⃗k are
not a priori fixed; and second, the parameters τ⃗k are frequency
dependent. These differences cause the basis functions in the
decomposition of Equation 2 to be not necessarily orthogonal.
Hence, the calculation of such a decomposition requires a
method to choose the parameters ω⃗k and τ⃗k, preferably such that
each of cos (ω⃗k ⋅ (X⃗− τ⃗k)), sin (ω⃗k ⋅ (X⃗− τ⃗k)), cos (ω⃗l ⋅ (X⃗− τ⃗l)), and
sin (ω⃗l ⋅ (X⃗− τ⃗l)) are pairwise orthogonal for each k ≠ l. Therefore,
instead of computing the full decomposition, we calculate the
parameter τ⃗k such that the two functions cos (ω⃗k ⋅ (X⃗− τ⃗k)) and
sin (ω⃗k ⋅ (X⃗− τ⃗k)) are orthogonal on our grid of observations, and
subsequently project our observations onto these functions for a
dense grid of choices for ω⃗k.

1 https://cran.r-project.org/web/packages/spectral/spectral.pdf
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FIGURE 3
Panels (A–F) show six orthogonal slices through a four-dimensional ND LSP array through a central point. Panel (G) shows the wave that this central
point corresponds to, with a magenta arrow showing the distance the wave moves in 1 h. See text for details.

We ensure orthogonality by first defining a new parameter τ
∗
k =

ω⃗k ⋅ τ⃗k which we note is a scalar for each k. We must find the value
of τ
∗
k such that the sine and cosine term are orthogonal for our

sampling, This leads to Equation 3:

∑
n

sin(ω⃗k ⋅ X⃗n − τ∗k)cos(ω⃗k ⋅ X⃗n − τ∗k) = 0 (3)

Trigonometric identities are applied to render this equation only
in sines and cosines of either ω⃗k ⋅ X⃗n or τ

∗
k . Our goal is to isolate and

solve for τ
∗
k . This results in Equation 4

∑
n
(cos (ω⃗k ⋅ X⃗n)cos (τ∗k) + sin (ω⃗k ⋅ X⃗n)sin (τ∗k))

 (sin (ω⃗k ⋅ X⃗n)cos (τ∗k) − cos (ω⃗k ⋅ X⃗n)sin (τ∗k)) = 0 (4)

After some algebraic manipulation, one can separate the τ
∗
k in

Equation 5:

tan(2τ∗k) =
∑
n

sin(2ω⃗k ⋅ X⃗n)

∑
n

cos(2ω⃗k ⋅ X⃗n)
(5)

Where this sum is performed across each of the n samples. Now
that we have the value of τ

∗
k that makes the sine and cosine terms

orthogonal on our sampling domain, we can find the a and b
parameters by taking the dot product with our dependent variable
yThis is done in Equation 6:

ak =
∑
n
y(X⃗n)cos(ω⃗k ⋅ X⃗n − τ∗k)

∑
n

cos(ω⃗k ⋅ X⃗n − τ∗k)
2 bk =

∑
n
y(X⃗n) sin(ω⃗k ⋅ X⃗n − τ∗k)

∑
n

sin(ω⃗k ⋅ ⃗tn − τ∗k)
2

(6)

We can now find the amplitude (A) and phase (ϕ) of y at the
frequency ω⃗k This is done in Equation 7:

Ak = √a2
k + b

2
k ϕk = tan

−1 (bk,ak) (7)

where the signs of ak,bk must be used to determine the quadrant
of the phase.

3.1.2 Frequency selection
Fourier and LSP analysis both assume that a wave is coherent

over the domain. Since TIDs have wavelengths and periods
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TABLE 1 Periods probed by LSP analysis.

Temporal period [hrs] ∞, 6, 3, 2.88, 2.75, 2.62, 2.50, 2.37, 2.25, 2.12, 2, 1.88, 1.75, 1.62, 1.50, 1.37, 1.25, 1.20, 1.12, 1, 0.86, 0.75, 0.67, 0.6, 0.55, 0.5

Vertical Period [km] −100, −200, −300, −400, −500, −600, −700, −800, −900, −1,000,∞, 1,000, 900, 800, 700, 600, 500, 400, 300, 200, 100

Eastward Period [km] −300, −600, −900, −1,200, −1,500, −1800, −2,100, −2,400, −2,700, −3,000,∞, 3,000, 2,700, 2,400, 2,100, 1800, 1,500, 1,200, 900, 600, 300

Northward Period [km] −300, −600, −900, −1,200, −1,500,∞, 1,500, 1,200, 900, 600, 300

that change with altitude e.g., Nicolls et al. (2004) the data are
limited to altitudes above 150 km to minimize the effects of
differing vertical wavelengths. TIDs change direction with time.
For example, Crowley and Rodrigues (2012) showed that the
prevailing TID direction is 90o offset from the prevailing neutral
wind directionwhich rotates through 360o per day. If we used the full
day of data simultaneously, TIDs of different azimuths might cancel
out and not appear in the analysis. Tominimize these types of errors,
we only use data from 15 to 21UT (1-7 LT) to focus on a particularly
active time when the TIDs can be assumed to be more coherent.
This time range also means that all measurements considered occur
during local night. We apply the LSP to a subset of the ionosonde
dataset by providing one-dimensional arrays of N, E, altitude, time,
and the noise parameter x. The variablesN,E are the North and East
distance (in km) from a central point at (−20o, 130o) in the center of
Australia.

In Fourier analysis, the observable frequencies are given by
Nyquist criterion. For LSP analysis, the frequencies must be chosen
by the user. In general, uneven sampling allows for much higher
frequencies to be resolved than any “pseudo-Nyquist” limits would
indicate VanderPlas (2018). In fact, Eyer and Bartholdi (1999) shows
that the theoretical maximum frequency is set by the number of
significant digits in the data rather than the spacing. Instead of using
these pseudo-Nyquist frequencies, we choose frequencies based on
the TIDs that we hope to observe, and then use a shuffling approach
to determine observability and significance. The periods for each
dimension are shown in Table 1. Negative values for the spatial
dimensions indicate motion in the opposite direction. For example,
a −300 km northward period indicates a wave traveling south with a
300 km wavelength.

We probe up to 1,000 km vertical wavelengths, despite only
having measurements from ∼150 to ∼ 350 km. These long
wavelengths would not be resolvable in only one dimension, as the
vertical range is too short to see an entire period. However, we
are able to discern these waves if they have a resolvable period in
another dimension. For example, in van de Kamp et al. (2014), one
can visually extrapolate where the constant phase contour would
intersect the y axis in their Figure 2 or 8.

To assess the significance of the amplitude, we empirically
calculate the noise amplitude by shuffling the x variable and re-
running theNDLSP.Wedo this 10 times and average the twohighest
amplitudes for every combination of frequencies. This estimates the
95% significance threshold—amplitudes higher than this from the
unshuffled data have less than a 5% probability of occurring simply
due to the structure of the frequency grid and likely have physical
significance. We also refer to the 95% significance threshold as the
“noise amplitude”.

3.2 FFT TEC analysis

FFT analysis is applied to the binned dTEC data to identify
periodic structures. As previously mentioned, the observable
frequencies in Fourier analysis are set by the Nyquist criterion that
depends on the sampling rate. The grid for binning dTEC was
chosen to make the largest observable frequencies (equivalently,
shortest observable period or wavelength) similar to those probed
by the ND LSP of the ionosonde data. For the FFT analysis, the
shortest period is 30 min and the shortest horizontal wavelength is
3° (approximately 330 km). Of course, the FFT analysis of the dTEC
data cannot provide any information about the vertical frequencies
that the ND LSP can reveal in the ionosonde data.

The amplitudes at frequencies ft, flon, and flat are determined
by applying a 3D FFT (scipy.fft.fftn) to the binned dTEC
data. The spatial frequencies in latitude and longitude in units of
[1/degree] are converted to units of [1/km] using approximations
fx = flon/(111× cos 20°) and fy = flat/111. Our procedure for
determining the 95% significance threshold is similar to theNDLSP.
The 3D FFT is applied to 100 shuffled versions of the binned dTEC
data and the 95th percentile for each point in frequency space is the
significance threshold. We note that the shuffling is applied amongst
the binned dTEC data prior to the 2D linear interpolation step,
leaving the gaps in the same place.This ensures that the locations and
times of the gaps (which occurmore often in the interior of Australia
where there are fewer IPP tracks) and their impact on the FFT results
are properly accounted for in the 95% significance threshold.

4 Analysis

The spectra of the ionosonde and TEC data are four and three-
dimensional, respectively, which makes visualization difficult.
However, higher-dimensional datasets can be visualized by
taking planar slices through a central point. For example, a 3-
dimensional dataset A = f(x,y,z) can be visualized by taking
three orthogonal planar slices through a central point (x0,y0,z0)
as A1 = f(x0,y,z),  A2 = f(x,y0,z),  A3 = f(x,y,z0). We use
this approach to visualize the four-dimensional amplitude of the
ionosonde data as a function of wavelength and period. While
there are three orthogonal slices through a 3D dataset, there are six
orthogonal planes that slice the four-dimensional amplitude array
for the ionosonde data. In Figure 3, we show these six orthogonal
slices for a central point corresponding to a TID moving northwest
with a wavelength of (√1/2,4002 + 1/1,2002)−1 ≈ 1,073 km and
a period of 2.4 h. This wave has the highest amplitude of any of
the significant waves with an amplitude more than twice the noise
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amplitude at this frequency. The amplitude of this wave is ∼0.12,
which corresponds to variations in electron density on the order of
100.12 − 1 = 32% compared to the smooth background.

Each panel shows a slice through a different plane. The central
point is identified by the pair of thin white lines forming a crosshair
in each panel. Panel (g) shows a map with the wave at this central
point overlaid as color.The arrow shows the distance thewave travels
in 1 h. This central point is a clear peak in panels (a–f), although it
is more prominent in some dimensions than others. For example,
panel (a) shows only two peaks, the central point beingmuch higher
than the secondary onewhile panel (e) shows a rich sea of other local
peaks corresponding to horizontal waves with the same period but
other azimuths and wavelengths.

Next, we apply a two-part threshold to identify significant waves
and characterize them statistically. First, the amplitude must be
larger than its neighbors in all dimensions. Points on the edge of the
domain (such as temporal periods of 30 min or∞) are not included,
as one cannot know whether they are indeed a local max. Second,
the amplitude must be larger than the empirically determined noise
amplitude. This classifies 110 of the 126,126 points (0.087%) as
statistically significant waves.

These 110 points are classified as either horizontal or non-
horizontal waves. This binary distinction is based on a gap in the
measured elevation angles. An elevation angle of 0 means that the
TID propagates horizontally, and an elevation angle of 90 means the
TID propagates vertically. Defining kh = √k2

x + k2
y and λh = 1/kh, the

elevation angle is defined in Equation 8:

e = arctan(kz/kh)   = arctan(λh/λz) (8)

Horizontal waves (λz =∞, e = 0) are observable, but the next
lowest elevation wave comes from the largest vertical wavelength
(λz = 1,000 km) and the shortest horizontal wavelength (λh =
1/√1/3002 + 1/3002 ≈ 212 km). This gives an elevation angle of
arctan (0.212) ≈12o. Therefore, waves with e = 0 are classified
as horizontal and all others are classified as non-horizontal.
The periods, wavelengths, elevations, and travel directions
are shown in Figure 4.

Panel (a) of Figure 4 shows a scatter plot of the period and
wavelength for the non-horizontal waves. The color and size of
the dots indicate the amplitude of the waves. A typical amplitude
is 0.075 which translates to a 100.075 ≈ 19% amplitude deviation
in electron density. Thin black lines on both margins show
normalized histograms of the wavelengths and periods measured.
These histograms aid interpretation by showing whether the lack
of a scatter point indicates that there was no TID with those
characteristics in the ionosphere, or whether that wavelength and
period were simply not probed. Panel (c) shows a normalized
histogram of the elevation angle for all 126,126 points (blue) and
the 110 TIDs (orange). The blue histogram shows the gaps between
0 and ±12o as well as a preference for angles near 50o. The difference
between the shape of the orange and blue distribution shows that
TIDs are most common near 70o elevation angles. There is an
asymmetry in the distribution with −70o elevation angles being
much more common than +70o elevation angles, suggesting that
on this day more waves originated from above than from below.
Additionally, the lowest elevation angle for TIDs is ∼23o despite
frequencies leading to lower elevation angles being measured which
indicates a real absence rather than a lack of measurement.

There are many more non-horizontal waves than horizontal
ones. The period and wavelength of the eight horizontal waves are
shown in Figure 4B.The black dashed line shows a speed of 300 m/s.
Points to the left of this line have speeds > 300 m/s, and points to
the right have speeds < 300 m/s. Figure 4D shows the speed as a
function of azimuth for the horizontal waves.

Our instrument geometry and cadence as well as the
frequencies probed preclude observation of some waves. We have
previously discussed the limitations in elevation angle, but our
15 min measurement cadence and corresponding 30 min minimum
resolvable period prevents all acoustic waves and many small-scale
and medium-scale TIDs from being measured. We also lack the
ability to resolve short horizontal wavelength waves. Even with
these limitations, we can still comment on the amount of variance
that is explained by waves in the probed frequency domain. We do
this by summing the amplitudes of all 110 of the significant waves,
and comparing this to the sum of the amplitudes at all probed
frequencies. This indicates that waves account for approximately
0.157% of the total deviation from a smooth background.

Now we compare the results of the ionosonde ND LSP analysis
to the TEC analysis for the horizontal waves. Figure 5 shows a
scatter plot of the waves found using the TEC data as large colored
circles. The size and color of the circle indicate the amplitude of the
waves in TECU. Thin black lines in the margins show the measured
wavelengths and periods in the TEC data. The black dashed line
shows a speed of 300 m/s, just as in Figure 4. Additionally, this plot
shows red x markers for the eight significant horizontal TIDs from
the LSP analysis of the ionosonde data.

Because the measured periods and wavelengths are slightly
different, we do not see exact matches for the waves found using
each dataset/method. However, the largest TID in both analyses is
very similar, having a period and wavelength of (2.4 h, 1,073 km) in
the ND LSP analysis and (2 h, 1,095 km) in the TEC FFT analysis.
Because the FFT analysis does not oversample the frequencies, it is
possible that the peak at 2 h is the shoulder of a peak that is truly
closer to 2.4 h. There are two TIDs in the TEC analysis near (3 h,
600 km) that do not have amatch in the ionosondeNDLSP analysis.
However, there is another pair near (2 h, 600 km) that do match a
single ionosonde ND LSP TID. There is a single TEC TID near (1 h
period, 800 km) that is near an ND LSP TID with a slightly lower
period and slightly longer wavelength. There are two clusters of ND
LSP TIDs near (45 min, 1,200 km) and (1 h, 550 km) that do not
have correspondingTECTIDs. In total, there are three closematches
(2 h, 1,100 km), (2 h, 600 km), (1 h, 800 km) of which the first is the
strongest TID in either analysis.There are two clusters in theNDLSP
analysis (45 min, 1,200 km), (1 h, 600 km) with no match from the
TEC analysis. There is one cluster in the TEC analysis (3 h, 600 km)
that has no match on the ND LSP ionosonde analysis.

Perhaps the most likely reason for these discrepancies is that
we are measuring the TEC signatures of non-horizontal TIDs.
A full mapping of amplitude and elevation angle to the TEC
signature would require topside densities which are not measured
in the ionosonde data used here. However, we can say that near
horizontal TIDs with the vertical wavelength λz greater than
the “thickness” of the ionosphere (∼500 km) which contributes
significant TEC, will impact vertical TEC measurements. More
specifically, a vertical ray has no chance of cancellation by traveling
through a peak and trough. Smaller λz values may also affect
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FIGURE 4
Waves with non-horizontal propagation are characterized in the left column and waves with horizontal propagation are characterized in the right
column. Panels (A, B) show scatter plots with the wavelength, period, and amplitude. Panel (C) shows a normalized histogram of the elevation angles
for both TIDs and all measured points. Panel (D) shows the speed as a function of azimuth for the horizontal waves. In panels (A, B, D), color indicates
the amplitude of the wave.

vertical TEC measurements, but cancellation will muddle their
interpretation.We use aminimumTEC elevation angle of 20o in this
work which could lead to complex aliasing of these non-horizontal
TIDs and could explain why there are TIDs present in the TEC
analysis absent from the ionosonde ND LSP horizontal analysis.

5 Discussion

Comparing the ND LSP results to previous observations, we
see general agreement in vertical TID characteristics. Although
most TID observations focus only on horizontal characteristics,
ISR observations have previously been used to measure the vertical
structure of TIDs. Shibata and Schlegel (1993) used EISCAT

Tromso to study vertical and horizontal TID propagation. During
a geomagnetically quiet period (9/7/1988), they found AGWs they
observed AGWs with an average elevation angle of 71.5°, consistent
with the TID parameters observed in this study. Additionally,
Chum et al. (2021) found a maximum elevation angle near 70°
(−30° in their coordinate system) for results collected over a year
at solar min and solar max. The azimuthal angle of propagation
was also similar to that of the largest amplitude waves found in the
current study. Rice et al. (1988) examined TIDs using multiple ISRs
during the WAGS campaign (10/18/1985, moderate geomagnetic
activity) and observed TIDs with elevation angles 75.5–82 °.

These results also show overall agreement with previous studies
on TID propagation and horizontal characteristics. The observed
horizontal TIDs have speeds from 100–400 m/s. These speeds are
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FIGURE 5
Scatter plot of period vs. wavelength for horizontal waves using TEC
data and FFT analysis. Small red “x” symbols indicate the horizontal
TIDs found using ionosonde data and ND LSP analysis
and shown in Figure 4B.

slower than average LSTID speeds Hocke and Schlegel (1996),
Hajkowicz (1991), but are within the expected range of speeds. The
largest observed TID in this analysis had a period of 2.4 h. Similar
TIDS with a dominant mode of 2.5–3.5 h have been observed in the
southern hemisphere Habarulema et al. (2013).

TheLSP technique is novel in that it can examine both horizontal
and vertical propagation of TIDs using ionosonde data. Most
observational studies have only examined horizontal propagation.
Characterizing both vertical and horizontal propagation gives a
more accurate picture of TID dynamics.

6 Conclusions and future work

In this paper, we have used a N-dimensional Lomb Scargle
Periodogram and demonstrated its utility on a dataset consisting
of high-cadence ionograms with minimal processing and no
interpolation. The resulting analysis is compared to a concurrent
analysis of line of sight TEC data. The two analyses agree on
the horizontally-propagating TIDs which are resolvable by both
methods. The ionosonde LSP analysis additionally resolves a
spectrum of propagation elevation angles. The ND LSP is a
complementary technique to other spectral analysis methods that
can resolve periodic structures from unstructured data. Although
shown here for ionosonde data, the NDLSP could be applied to TEC
data as well.

We show for this dataset that TIDs are more common at ∼70o

than other elevation angles. Although this population of near-
vertical TIDs has been observed before, it has received much less
study than its horizontal counterpart. This population can easily
be mischaracterized or completely lost if using TEC data with the
thin-shell approximation.

Future work has many possible avenues. First, this technique
could be used with ionosonde data for active periods with
known TIDs such as tsunamis, large convective storms, and
geomagnetically active periods where the aurora launches TIDs
equatorward. Secondly, this technique could be used with dispersed

space in-situ data such as mIVM measurements from COSMIC-2
and other missions.

7 Appendix

The code for computing the ND LSP on general data is provided
here https://github.com/joe-hughes26/ND-LSP along with a demo
script and visualization.
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