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In this study we investigate the role of particle injections on the ring current
development during the 7-8 September 2017 geomagnetic storm by applying
a temporally and spatially varying data-driven outer boundary condition in
numerical simulations of the ring current with the Comprehensive Inner
Magnetosphere-Ionosphere model. We quantify the role of particle injections
by comparing the results from two simulation runs: one with the model outer
boundary condition defined by measurements at their original time cadence,
namely, 1.5 min, and one with the same boundary condition smoothed in
time with a 2-h running average window. The comparison between these two
runs reveals that the observed particle injections enhanced the electric field
remarkably, which had a significant effect on the ring current development,
namely, they 1) strengthened the ring current, 2) skewed the ring current
distribution dawnward, 3) delayed the formation of the symmetric ring current
by prolonging the duration of the partial ring current, and 4) caused a O+-richer
ring current with a O+ dominant ring current distribution at the inner edge.
Furthermore, these effects enhanced the energy deposition to the plasmasphere
and ionosphere via heating by the ring current ions.

KEYWORDS

particle injections, ring current, geomagnetic storms, substorms, geosynchronous orbit,
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1 Introduction

Thering current is one of the fourmajor particle populations in the innermagnetosphere,
the other three being the cold plasmasphere, the warm plasma cloak, and the relativistic
radiation belts. The ring current is composed of ions and electrons of a few keV to a few
hundred keV flowing around the Earth at geocentric distances of ∼two to six Earth radii
(RE), and its spatial distribution overlaps with the other inner magnetospheric particle
populations, creating a highly dynamic and complex environment. As the particle population
carrying most of the plasma pressure in the inner magnetosphere, the ring current plays a
crucial role in regulating the energy density in the inner magnetosphere (Daglis et al., 1999),
and thus it exerts feedback to the magnetospheric magnetic field configuration.
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The main source of ring current particles is understood
to be the magnetotail plasma sheet, whereas the plasma sheet
particles, in turn, originate either in the solar wind or in the
ionosphere (Balsiger et al., 1980; Lennartsson and Shelley, 1986;
Kistler, 2020). It is understood that the ring current development
is the consequence of the transport of plasma sheet particles into
the inner magnetosphere, this transport taking place in a variety
of ways. The most invoked mechanism for this plasma transport
is the earthward convection by the E×B drift, which is the result
of the dawn-to-dusk convection electric field imposed by the
solar wind on the magnetosphere (Axford, 1969; Volland, 1973;
Maynard and Chen, 1975; Stern, 1975; Daglis et al., 1999). During
periods when the interplanetary magnetic field (IMF) is oriented
southward, the large-scale convection electric field is intensified
by the enhanced solar wind speed or IMF BZ component at
timescales of several hours, corresponding to the duration of a
storm main phase. This transport process has been established as
the primary driver based on numerous observational and modeling
investigations (Wolf et al., 1997; Ebihara and Ejiri, 2000; Menz et al.,
2016; Goldstein et al., 2022). Another mechanism, radial diffusion,
relates to the fluctuating nature of the electric and magnetic fields
during storms. This diffusive transport of energetic particles in
the ring current has been found to be efficient at producing a
symmetric ring current and to be particularly important for high
energies (≳ 150 keV) and for storms having longmain phases (≳ 6 h)
(Chen et al., 1994; Chen et al., 1997).

Yet anothermechanism responsible for the transport of particles
to the inner magnetosphere is the one associated with inductive
electric fields caused by magnetic field reconfigurations in the
magnetotail during substorms. Energetic particle injections are
often observed on the nightside during periods of substorm
activity at geosynchronous orbit (Reeves and Henderson, 2001;
Thomsen et al., 2001) and at lower L shells (Gkioulidou et al., 2014;
Mitchell et al., 2018; Motoba et al., 2021). These injections have
been largely studied for decades in relation to the development
of the storm-time ring current (e.g., Ganushkina et al., 2000;
Ganushkina et al., 2001; Liemohn et al., 2011). Evidence for this
mechanism and its importance for the ring current buildup has
come from measurements of the electric field in the near-Earth
plasma sheet and inner magnetosphere. The statistical observations
of the electric field made with the Combined Release and Radiation
Effects Satellite (CRRES) mission revealed that during disturbed
conditions, the electric field in the inner magnetosphere (L ∼ 2-
8) is highly variable with timescales of several to tens of minutes
(Rowland and Wygant, 1998). Similar findings were obtained with
the Geotail spacecraft through a statistical study of the storm-
time electric field in the near-Earth plasma sheet, where strong,
intermittent bursts of highly fluctuating duskward electric fields
were observed, with fluctuations at similarly short timescales
(Hori et al., 2005).

Further evidence of the importance of this mechanism has come
from the observed relationship between energetic particle injections
and plasma sheet transient disturbances in the form of bursty bulk
flows (BBFs), also commonly termed “bubbles”, and dipolarizations
of the magnetic field in the near-Earth magnetotail, in the so-called
magnetotail transition region at approximate distances of ∼8–20
RE on the nightside (Baumjohann et al., 1990; Angelopoulos et al.,
1992; Runov et al., 2009; Gabrielse et al., 2014). A statistical study

of particle injections observed by Time History of Events and
Macroscale Interactions during Substorms (THEMIS) showed that
overall injection occurrence rates increase with enhanced auroral
activity, evidenced by a higher AL index (Gabrielse et al., 2014).
Moreover, numerical modeling efforts have found that localized
injections make a significant impact on the storm-time ring
current development and intensity (e.g., Ganushkina et al., 2005;
Ganushkina et al., 2013).

However, the effectiveness of particle injections in building the
ring current has been challenged by observational and modeling
investigations. On one side, the analysis of the observed relationship
between BBFs and dipolarizations revealed that only a small fraction
of BBFs are able to reach geosynchronous altitude, which is typically
outside the radial extent of the ring current (McPherron, 1997). On
the other hand, ring current simulations have shown that including
substorm injections have little or limited effect in building up the
ring current (Chen et al., 1993; Fok et al., 1996; Fok et al., 1999;
Wolf et al., 1997; Liemohn et al., 2011). On the cause of the ring
current buildup during the well-studied St. Patrick’s Day storm of
2013, Gkioulidou et al. (2014) estimated that the direct effects of
particle injections could account for 30% of the ring current energy
inside L = 5, by extrapolating the number of injections detected by
the Van Allen Probes to local times across the nightside. Studying
the same event, however, Menz et al. (2016) found that the ring
current pressure buildup could be attributed to adiabatic convective
transport, where most of the buildup occurred in the energy range
with convective access from the tail source. All these results show
that the question of whether the ring current buildup and structure
are mainly the result of inductive electric fields and the associated
particle injections or of large-scale electric fields and the associated
convective transport of plasma from the plasma sheet source is still
unresolved.

Additionally, more recent simulations with the Rice Convection
Model (RCM)-Equilibrium with and without analytical bubble
injections showed that while the injections are important in
transporting plasma in the tail plasma sheet, they have only
a minor effect inside geosynchronous orbit, where transport
is mainly through large-scale convection (Yang et al., 2016).
However, their simulations relied on analytically generated bubbles
including the self-consistent magnetic field disturbances. In this
study, we aim to revisit the question of the effects of particle
injections on the ring current by using in situ measurements
of particle fluxes to obtain a more realistic distribution of the
injections.

In this paper, we investigate the ring current response during the
storm of 7–8 September 2017. The focus of the study is to quantify
the impact of the substorm-associated, short-timescale, spatially
localized particle injections that were observed at geosynchronous
orbit on the ring current development. Specifically, we focus on the
impact on the ring current spatial distribution and ion composition.
Furthermore, the ion composition can affect the energy deposition
of the ring current ions to the thermal particles in the plasmasphere.
Particularly, O+ are known to be a major source of heating to the
thermal plasmasphere ions via Coulomb collisions (e.g., Fok et al.,
1995). Therefore, since O+ plays a critical role in the ring current
development during this storm due to the particle injections, as
will be shown, we also investigate the effect of particle injections
on the plasmaspheric heating by ring current ions. Our analysis
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is primarily based on simulations with the Comprehensive Inner
Magnetosphere-Ionosphere (CIMI) model, using measurements at
geosynchronous orbit from the Los Alamos National laboratory
(LANL) and Geostationary Operational Environmental Satellites
(GOES) spacecraft to establish the model outer boundary. A
description of the event is given in Section 2. In Section 3, we present
the observed signatures of substorm-related particle injections as
seen from geosynchronous orbit. The modeling results of the ring
current response are presented in Section 4. Section 5 contains
a discussion of the results, and our conclusions are given in
Section 6.

2 Event description

The geomagnetic storm of 7–8 September 2017 and the
overall heliospheric and geospace disturbances observed on 4-10
September 2017 have been widely reported in a special issue of the
American Geophysical Union’s Space Weather journal titled “Space
Weather Events of 4–10 September 2017” (e.g., Redmon et al., 2018;
Obana et al., 2019). The geomagnetic conditions on 7-8 September
2017 were influenced by the arrival of two interplanetary coronal
mass ejections (ICMEs), which were observed by spacecraft located
in the solar wind upstream of the magnetosphere late September
6th and late September 7th, respectively. The second of these ICMEs
triggered a geomagnetic storm that exhibited a “double dip” profile of
the Sym-H index (Zhang et al., 2008). Figure 1 shows the solar wind
density (Nsw), velocity (Vsw), and dynamic pressure (Pdyn), the
Geocentric Solar Magnetospheric (GSM) y- and z-components of
the interplanetary magnetic field (IMF), and the AU, AL, planetary
Kp, and Sym-H indices during the period of 1600 UT on September
7th through 0000 UT on September 9th. The solar wind data and
geomagnetic indices were obtained from the OMNI data base. The
beginning of the geomagnetic storm was signaled by the storm
sudden commencement (SSC) (Kamide et al., 2002) evident as a
sudden increase in the Sym-H index at 2300 UT on September 7th
and the arrival of the ICME marked by the magenta dashed line in
Figure 1. Around this time the IMF BZ turned southward sharply
reaching a value of −32 nT and Vsw experienced a jump up to
∼700 km/s. During the storm first main phase, which lasted ∼2 h
until ∼0110 UT, the Sym-H index decreased down to a peak value
of −146 nT. Subsequently, the recovery phase lasted until ∼1130 UT,
when the IMF BZ exhibited a second major southward turning. This
second turning of the IMFBZ produced a secondmain phase, as seen
by a second dip in Sym-H with a peak value of −115 nT at ∼1400 UT.
Both main phases were accompanied by sustained auroral activity,
evidenced by several peaks of the AL index that exceeded 2,000 nT
in magnitude.

It is noteworthy that even though during the second dip of the
storm the minimum Sym-H was not as large as during the first dip,
there was amore disturbedAL index and a slightly highermaximum
Kp value (8 during the first dip of the storm and 8+ during the
second dip). Moreover, during the second dip the Sym-H index
shows a very slow recovery compared to the first dip. Additionally,
Obana et al. (2019) reported that the maximum increase in the
cross polar cap potential drop during the first dip of the storm was
235 kV, whereas during the second dip of the storm it exceeded
246 kV. Figure 1E shows the first of a series of peaks of the AE

index that were observed during the second dip of the storm shortly
after 1200 UT on September 8th, which exceeded 2,000 nT. In their
study of the same event, Yamauchi et al. (2018) reported the onset
of a strong substorm shortly after 1200 UT from measurements
of the geomagnetic horizontal H) component from ground
magnetometer stations. The series ofAE peaks nearing or exceeding
2,000 nT that are observed between ∼1,200 and ∼1400 UT indicate
several disturbed auroral episodes that are likely associated with
substorm activity. Also using ground magnetometer measurements,
Jin et al. (2018) further reported two consecutive substorm onsets
later in the early recovery phase, at ∼1,600 and ∼1700 UT,
as the IMF BZ was gradually recovering to quiet time values.
Following the second main phase of the storm, and during the
remainder of the day on September 8th, the Sym-H recovered very
slowly.

3 Particle injection signatures at
geosynchronous orbit

For the remainder of the paper, we focus our attention on
the second dip of the storm, which started with the abrupt
southward turning of the IMF BZ at ∼1130 UT on September
8th. We focus on this period mainly for two reasons. First, as
mentioned in the previous section, the second dip exhibited strong
geomagnetic activity, especially auroral activity, as indicated by
the AE and Kp indices, thus accounting for a more interesting
period to study the effects of substorm-associated particle injections.
And second, a highly structured cold electron density profile
during the second main phase and a subsequent unexpectedly
severe erosion of the plasmasphere have been reported using
measurements from the Exploration of energization and Radiation
in Geospace (ERG)/Arase satellite (Obana et al., 2019). Immediately
after the second recovery phase starts, the plasmapause location
was observed to be at L = 1.6-1.7, much deeper than predicted
by empirical models of the plasmapause location that use the
Dst index as input. For these two reasons, this study aims to
determine the effect of short-timescale, localized injections on
the ring current development during the second dip of the
storm.

During this event, six geosynchronous satellites were well
positioned,well distributed inmagnetic local time (MLT), to provide
good coverage at all MLT sectors of the substorm-associated particle
injections throughout the period of interest. More specifically,
these satellites are five Los Alamos National Laboratory (LANL)
satellites, 1994-084, LANL-01A, LANL-02A, LANL-04AandLANL-
97A, and the Geostationary Operational Environmental Satellites
(GOES)-16 satellite. To consider the particle injections, we use
particle data from the Magnetosphere Plasma Analyzer (MPA;
Bame et al., 1993), Synchronous Orbit Particle Analyzer (SOPA;
Belian et al., 1992), and Energetic Spectrometer for Particles (ESP;
Meier et al., 1996) onboard the LANL satellites, and particle data
from the Magnetospheric Particle Sensor-Low Energy (MPS-
LO) and Magnetospheric Particle Sensor-High Energy (MPS-
HI) (Dichter et al., 2015; Kress et al., 2019; Boudouridis et al.,
2020) and magnetic field data from the Magnetometer
(MAG; Loto’aniu et al., 2020) onboard the GOES-R (GOES-16)
spacecraft.
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FIGURE 1
Solar wind parameters and geomagnetic indices during the 7-8 September 2017 double-dip geomagnetic storm. Solar wind (A) density, (B) speed, and
(C) dynamic pressure, (D) the interplanetary magnetic field (IMF) y- and z-components, and the (E) AU, (F) AL, (G) Kp, and (H) Sym-H indices. The
magenta dashed line indicates the arrival time of the interplanetary coronal mass ejection (ICME), and the two dips of the storm are labeled in green.

Figures 2, 3 show the electron and ion fluxes for selected energy
channels from the plasma instruments onboard the LANL-01A,
GOES-16 and 1994-084 (Figure 2) and LANL-97A, LANL-04A and
LANL-02A (Figure 3) geosynchronous satellites during the second
dip of the storm. On both figures, the top three panels show the y-
and z-components of the IMF, the solar wind dynamic pressure,
and the AE index and are included for context to the features
in the plasma measurements. As seen from both figures, starting
at 1208 UT and throughout the rest of the day, multiple particle

injections were observed at a wide range of MLTs. The injections
are identified as sudden increases in the flux in more than one
energy channel nearly simultaneously. The timings of these particle
injections as observed by the geosynchronous satellites are labeled
with colored dashed lines.The first particle injection signatures were
observed by LANL-04A and LANL-02A on the duskside and by
LANL-01A on the post-midnight sector, which are likely associated
with the strong substorm onset measured by ground stations and
reported by Yamauchi et al. (2018) shortly after 1200 UT. Over

Frontiers in Astronomy and Space Sciences 04 frontiersin.org

https://doi.org/10.3389/fspas.2023.1278820
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Ferradas et al. 10.3389/fspas.2023.1278820

FIGURE 2
Geosynchronous measurements showing the particle injections detected during the second dip of the storm. (A) The IMF y- and z-components, (B)
solar wind dynamic pressure, (C) AE index, and the ion and electron differential fluxes measured by the (D, E) LANL-01A, (F, G) GOES-16, and (H, I)
1994-084 geosynchronous satellites from 1100 UT on 8 September to 0000 UT on 9 September. The orbital path of the (J) LANL-01A, (K) GOES-16,
and (L) 1994-084 satellites in the GSM X-Y plane during the total period of the plotted observations. The timings of the particle injection observations
are indicated with colored dashed lines in the spectrograms and are labeled and indicated with squares in the plots of the orbital paths.

the following hours, enhanced auroral activity was evidenced by
several peaks in the AE index, the two strongest ones reaching over
2,500 nT at ∼1220 UT and ∼1405 UT. During this time, several
smaller-scale (not labeled) injections were observed by LANL-97A
on the afternoon sector and by LANL-02A on the pre-midnight
sector. Two lists of substorm onsets provided by the SuperMAG
database through their website (https://supermag.jhuapl.edu/
substorms/) report that several onsets occurred during roughly the

period plotted in Figures 2, 3, namely, from 1059UTon 8 September
until the end of that day. One list reports seventeen onsets and the
other reports nine. The substorm onset times in these two lists were
determined using the SML index, a generalization of the AL index,
and the substorm identification criteria established by Newell and
Gjerloev (2011) and Forsyth et al. (2015), respectively. From the lists
of seventeen and nine onsets, fifteen and nine onsets, respectively,
that is all but two, were determined to be on the dawnside (between
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FIGURE 3
Geosynchronous measurements showing the particle injections detected during the second dip of the storm. (A) The IMF y- and z-components, (B)
solar wind dynamic pressure, (C) AE index, and the ion and electron differential fluxes measured by the (D, E) LANL-97A, (F, G) LANL-04A, and (H, I)
LANL-02A geosynchronous satellites from 1100 UT on 8 September to 0000 UT on 9 September. The orbital path of the (J) LANL-97A, (K) LANL-04A,
and (L) LANL-02A satellites in the GSM X-Y plane during the total period of the plotted observations. The timings of the particle injection observations
are indicated with colored dashed lines in the spectrograms and are labeled and indicated with squares in the plots of the orbital paths.

MLT = 0-12). Moreover, several of the onsets identified in these
lists occurred within 10 min of the particle injection observations
at geosynchronous orbit, that is at 1,208, 1,543, 2036, and 2237 UT,
and thus the particle injections and the substorm onsets are most
likely associated (e.g., Akasofu et al., 1974; Reeves and Henderson,
2001). This further suggests that the period during the second dip
of the storm was characterized by persistently enhanced dawnside
auroral activity and associated particle injections.

4 The simulated ring current
development

To investigate how the substorm injections, as detected at
geosynchronous orbit, impact the ring current development,
we perform simulations with the Comprehensive Inner
Magnetosphere-Ionosphere (CIMI) model (Fok et al., 2014;
Fok et al., 2021). The results from these simulations are then
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compared to observations from the Van Allen Probes mission for
validation.

4.1 The CIMI model

To determine the ring current development during the second
dip of the storm, we use the CIMImodel to simulate the ring current
ion fluxes and the magnetospheric electric field. The CIMI model
(Fok et al., 2014; Fok et al., 2021) combines theComprehensive Ring
Current Model (CRCM) (Fok et al., 2001) and the Radiation Belt
Environment (RBE) model (Fok et al., 2008; Fok et al., 2011). CIMI
is a kinetic model that calculates ion (0.1–500 keV) and electron
(1 keV–6 MeV) distributions, the subauroral Region-2 field-aligned
currents (FACs), the subauroral ionospheric potentials, and the cold
plasmasphere distribution by solving three major equations: the
bounce-averaged Boltzmann equation for the distribution functions
of energetic ions and electrons, the conservation equation of
plasmasphere particles, and the ionospheric current conservation
equation for the ionospheric potential. The spatial domain of CIMI
is confined in the closed field region bounded by the dayside
magnetopause and a radial distance at the magnetic equator, i.e.,
10 Earth radii (RE). In this study, we set the equatorial boundary
at 6.6 RE with boundary conditions provided by observations at
geosynchronous orbit. The model grid resolution is dictated by 53
grid steps in latitude and 48 in local time. Of particular interest
for this study, the MLT bin size is thus 0.5 h. Since CIMI is a
bounce-averaged model, it is adequate to use any point along
a field line as a reference point. The commonly used reference
points are the ionospheric foot point and the equatorial crossing.
We chose to use the ionospheric foot points since magnetic field
variations are negligible in the ionosphere but can vary greatly at
the equator during storm times (Fok and Moore, 1997). Particle
diffusion in energy and pitch angle due to interactions with plasma
waves as well as losses due to charge exchange (ions only) and
losses due to precipitation into the loss cone are accounted for
by the model. Compared to previous versions of CIMI that were
used to assess the role of particle injections on the ring current
development (e.g., Fok et al., 1996; Fok et al., 1999), this version
includes magnetosphere-ionosphere (MI) coupling, which is critical
to simulate important mechanisms such as shielding, which has
the effect of weakening the ring current. CIMI accounts for
the electrodynamic coupling between the magnetosphere and the
ionosphere through FACs, which are calculated from the pressure
gradients of all ring current species based on the so-calledVasyliunas
equation (Vasyliunas, 1970), by solving the ionospheric current
conservation equation for the ionospheric potential, Φ (Fok et al.,
2014; 2021). The potential at the poleward boundary is specified
by the Weimer 2K model (Weimer, 2001) and no current flowing
across the equatorward boundary is assumed. The electric potential
is thus calculated self-consistently within the CIMI domain. CIMI
can be run with empirical models of the magnetic field and a self-
consistent calculation of the electric field. The version of CIMI used
here only considers particle interactions with chorus waves and the
magnetic field used is the TS04 model (Tsyganenko & Sitnov, 2005).
Moreover, CIMI’s default setting for the model outer boundary is
to define it by empirical models of the plasma sheet. However, in
this studywe use observations taken from geosynchronous satellites,

including their temporal and MLT dependence, to define the model
outer boundary condition (BC). This temporally and spatially
varying BC differs from the spatially uniform BCs used in previous
studies (e.g., Liemohn et al., 2011), and is described in the next
section.

4.2 Boundary conditions

In this study, we use the recently developed capability of CIMI
of using a data-driven outer BC defined at the geosynchronous
altitude (6.6 RE) in the near-Earth plasma sheet with measurements
taken from geosynchronous satellites. To examine the effect of
the short-timescale, spatially localized particle injections, whose
signatures were observed at geosynchronous orbit, on the ring
current development, we perform two simulation runs with CIMI
using different outer BC. For Run 1, CIMI used a data-driven
outer BC at 6.6 RE, where the boundary was defined by the
energy distributions of the ion and electron fluxes measured by the
six geosynchronous satellites (1994-084, LANL-01A, LANL-02A,
LANL-04A, LANL-97A, and GOES-16) that are well distributed in
MLT, thus providing optimal spatial coverage of all MLT sectors.
The particle energy distributions measured by the six satellites at
any given time were linearly interpolated in MLT to fill the model
outer BC. Thus, at any given time, the data from all six satellites
were used in creating the model outer boundary. The UT cadence
of the BC is the same as the cadence of the measurements, that is
∼1.5 min. This temporally and spatially varying, data-driven outer
boundary condition is a significant improvement in the modeling
technique from previous studies that also used a data-driven outer
boundary condition, since they employed temporally-varying but
spatially uniform boundary conditions (Ganushkina et al., 2006;
Liemohn and Jazowski, 2008; Liemohn et al., 2011). Including
a spatially varying outer boundary in the model allows for a
more realistic representation of the ring current, as it allows the
model to capture not only the sudden changes due to particle
injections but also the effects due to the locations where they
occur.

For Run 2 the same data-driven BC used in Run 1 was
smoothed in UT with a 2-h running average window. Starting with
the measurements from the six satellites, these were individually
smoothed in UT with a 2-h window before being linearly
interpolated in MLT to create the model outer BC. Since the
geosynchronous satellites virtually move solely in MLT with an
orbital period of 24 h, by smoothing in UT we are effectively
smoothing the measurements also in MLT. Several lengths of the
smoothing window were tested, and the 2-h window provided the
best balance between removing the short-timescale and localized
nature of the injections and still providing a realistically varying
distribution. Therefore, by smoothing the measured particle fluxes,
the BC in Run 2 possesses realistic flux levels but lacks the sudden
and localized changes at short timescales (few minutes) and at small
spatial scales (few hours inMLT) characteristic of particle injections.
For the remainder of the paper, we will refer to the BC in Run 1 as
the “unsmoothed” BC and to the BC in Run 2 as the “smoothed”
BC.

Figure 4 shows three plasma parameters, the ion perpendicular
energy, the H+ density, and the O+ density at the model outer
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FIGURE 4
Model boundary conditions at geosynchronous orbit for two simulation runs performed with the CIMI model. (A) The Sym-H index, MLT-time
spectrograms of the perpendicular energy, H+ density, and O+ density at 6.6 RE for (B–D) Run 1, with the unsmoothed data-driven boundary condition,
and (E–G) Run 2, with the smoothed data-driven boundary condition.

boundary, at 6.6 RE, on September 8 for the two runs. The BC
parameters in Figure 4 are plotted at a 1.5 min cadence to match
the geosynchronous measurements used to create the model outer
boundary. However, the MLT resolution of the model BC is the
same as that of the model, i.e., 0.5 h. Since the geosynchronous
satellite plasma measurements do not provide the ion composition,
the O+/H+ ratio in the model is estimated from the relation given
by equation 5 in Young et al. (1982), which depends on the Kp and
F10.7 indices. In general, during the whole day, and particularly
during the period of interest during the second dip of the storm,
Figure 4 shows that using the smoothed BC, the plasma parameters
at geosynchronous orbit change much more smoothly in time and
at larger MLT spatial scales compared to the dynamics of the
realistic plasma parameters. Figure 4B-D show that the realistic
BC captures the dynamics of the environment at geosynchronous
altitudes, including the localized and short-timescale particle

injection signatures observed during the second dip of the storm.
We note that for both runs, starting shortly after the beginning
of the second main phase, at around 1200 UT, and during several
hours both the H+ and O+ densities were higher on the dawnside
compared to the duskside, with several injections occurring on
the dawnside. Moreover, at 1200 UT the ion perpendicular energy
first increased to a few tens of keV at a wide range of MLTs, and
then by 1400 UT it decreased to a few keV on the dawnside while
remaining at tens of keV on the duskside. Such an increase in
the perpendicular energy follows the injection of energetic ions at
the beginning of the second main phase (Figure 2E; Figures 3G, I)
and is consistent with variations in the near-Earth plasma sheet
distributions during periods of substorm activity (e.g., Birn et al.,
1997). Thus, during this period, both BCs exhibit a clear dawn-dusk
asymmetry in the H+ andO+ densities and on the ion perpendicular
energy.
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FIGURE 5
Measured Dst and Dst* indices and total simulated ring current energy for two runs performed with the CIMI model.

4.3 Results

To study the ring current development during the storm, we first
consider the total ring current energy. Figure 5 shows the temporal
evolution of the ring current energy (RCE) from both runs along
with the Dst index and its pressure-corrected version, Dst*. Here
we compare the calculated RCE with the observed Dst* since it has
been corrected by removing the effects from other current systems
(Dessler and Parker, 1959; Sckopke, 1966; Gonzalez et al., 1994),
and thus, it shows the ring current contribution more clearly. Still,
all effects from currents besides the ring current cannot be fully
removed (e.g., Liemohn, 2003). First, Figure 5 shows that the RCE
from both runs follow the trends in Dst* reasonably well. Also, the
unsmoothed run (Run 1) produced and overall stronger ring current
than the smoothed run (Run 2). Further, the difference in RCE is
larger during the second dip of the storm. The peak RCE during the
first dip of the storm was 1.54 × 1031 for the smoothed run and 1.63
× 1031 for the unsmoothed run, that is about 6% higher. On the other
hand, the peak RCE during the second dip was 1.42 × 1031 for the
smoothed run and 1.64 × 1031 for the unsmoothed run, that is about
15% higher.

To further examine the ring current development, we consider
the ion pressure. The ring current pressure distribution displays the
strength and shape of the ring current as well as the location of the
ring current peak pressure. The simulated equatorial distributions
of the ring current pressure from both runs during the first several
hours of the second dip of the storm are shown in Figure 6, for 0.1-
500 keV H+ and O+. To help identify and quantify the differences
between both runs, Figure 6 also shows the equatorial distributions
of the log accuracy ratio, Log(Q), where the accuracy ratio, Q,
is the ratio of the pressure in Run 1 to the pressure in Run 2
(Morley et al., 2018). Here we highlight two features of the ion
pressure distributions related to their MLT asymmetry.

The first one is a dawnside skewing of the region of ring current
peak pressure. This feature can be seen for both H+ and O+. Figure 6
shows that at 1200 UT, the H+ ring current pressure peak (indicated

with an X) is located on the pre-midnight sector (MLT = 23)
for both runs. During the following hours, however, only the H+

pressure peak in the unsmoothed run moves toward the dawnside,
remaining around L = 2.1 and MLT = 2.5 until around 1500 UT.
In the subsequent hours, the pressure peak moves back westward
to the pre-midnight sector and remains there until at least 2000 UT.
Conversely, this dawnside shift in the H+ pressure distribution is not
observed in the smoothed run, but the pressure peak remains on the
pre-midnight sector. This dawnside skewing in the unsmoothed run
can be seen in the plots of Log(Q) as regions of positive and negative
values at low L on the dawnside and duskside, respectively. To better
visualize this, Figure 7 shows the MLT distribution of the H+ and
O+ ring current pressure at a fixed L shell, where the peak pressure
occurs. The MLT where the peak pressure occurs, indicated with the
vertical dashed lines, show this dawnside skewing of the region of
H+ ring current peak pressure only for the unsmoothed run.

This feature is more clearly seen in the O+ ring current pressure
distributions. Even though the O+ distributions for both runs
exhibit a dawnside skewing, it is stronger and lasts longer for the
unsmoothed run. Figures 6, 7 show that for both runs, like for H+,
theO+ peak pressure lies on the pre-midnight sector at the beginning
of the second dip of the storm. For the unsmoothed run, by 1400
UT the O+ peak has moved eastward to the dawnside to MLT = 4.5.
However, while for H+ the peak shifts back westward at 1600 UT, the
O+ pressure peak remains on the dawnside, moving slightly more
toward dawn, until at least 2000 UT. For the smoothed run, on the
other hand, the pressure peak also moves eastward although it does
not move as far toward dawn reaching only MLT = 2.5. Moreover,
by 1800 UT the pressure peak has moved westward back to the
pre-midnight sector, where it remains.

The second feature is a longer duration of the asymmetric ring
current, namely, the asymmetric ring current distribution lasted
longer in the unsmoothed run than in the smoothed run. This
featurewas only seen forO+.While in both runs theO+ distributions
started with a clear asymmetry at 1200 UT, with a pressure peak
on the pre-midnight sector, by 2000 UT the distribution for the
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FIGURE 6
Equatorial maps of the simulated ring current ion pressures during the second dip of the storm. (left) H+ and (right) O+ pressure distributions in the
equatorial plane inside 7 RE for both simulation runs performed with the CIMI model as well as for the ratio of the pressures from both runs, for
selected times between 1200 and 2000 UT on 8 September. The black dashed curves mark L shells of 2, 4 and 6 RE.

smoothed run was virtually symmetric. On the other hand, as seen
from Figure 7, for the unsmoothed run, the O+ distribution in the
region of peak pressure remained asymmetric until at least 2000 UT.
This O+ ring current asymmetry is seen at low L, namely, L ∼ 2
(Figure 6), and is caused by the strong dawnside skewing and deeper
penetration of the region of peak pressure. At higher L the ring
current distribution is more symmetric resembling the distribution
for the smoothed run.

The fact that O+ exhibit the dawnside skewing more clearly
than H+ and also exhibit the long-lasting asymmetric ring current
distribution calls for an explanation. Since the energy distributions
for both ion species are assumed to be the same at the model outer

boundary (since the geosynchronous instruments do not distinguish
ion species), and the drift velocity is also the same for different
ion species, the most obvious species-dependent mechanism is the
charge exchange loss. The charge exchange ion lifetimes due to
decay via charge exchange collisions with the neutral H atoms
from the exosphere are strongly species dependent (e.g., Smith and
Bewtra, 1978). While at energies above ∼50 keV the H+ lifetimes
are longer than the O+ lifetimes, at lower energies the opposite is
true. An examination of the mean energy of the ion distributions
(not shown) shows that the dawnside ion populations have energies
below ∼10 keV, where the O+ energies are lower than the H+

energies, and thus over time H+ will be lost at a faster rate than

Frontiers in Astronomy and Space Sciences 10 frontiersin.org

https://doi.org/10.3389/fspas.2023.1278820
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Ferradas et al. 10.3389/fspas.2023.1278820

FIGURE 7
MLT distributions of the ring current ion pressures at the location of the peak pressure during the second dip of the storm. (left) H+ and (right) O+

pressure-MLT distributions at a fixed L shell, where the peak pressure occurred, from both runs, for selected times between 1200 and 2000 UT on 8
September. The vertical dashed lines indicate the MLT location of the pressure peak.
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FIGURE 8
Equatorial maps of the simulated magnetospheric electric field and electric potential during the second dip of the storm. (left) Electric field distributions
for both simulation runs performed with the CIMI model as well as for the ratio of the electric field from both runs, and (right) electric potential
isocontours for both runs in the equatorial plane inside 7 RE for selected times between 1200 and 2000 UT on 8 September. The black dashed curves
on the plots of the electric field mark L shells of 2, 4 and 6 RE.

O+. The stronger dawnside skewing and the longer duration of the
asymmetric ring current for O+ compared to H+ are thusmost likely
a consequence of the species dependent charge exchange loss rates.

To understand the ring current response during the storm, we
examine the electric field, which plays a key role in the transport

and energization of the ring current particles. Figure 8 shows the
electric field and electric potential distributions for both simulation
runs. The electric potential distributions are shown by isocontours
shown every 4 kV. The overall patterns of the electric field and
electric potential distributions during this period include two main
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sectors where the electric field is enhanced, namely, the duskside and
the post-midnight sector (Rowland and Wygant, 1998; Califf et al.,
2014), with the latter region exhibiting stronger electric fields.
For the smoothed run, the electric field gradually weakens in
both sectors, whereas for the unsmoothed run, the electric field
gradually weakens on the duskside, but on the post-midnight sector
it first intensifies reaching a peak around 1400 UT and it then
gradually weakens in the consecutive hours. Besides this difference
in the dynamics of the electric field between both runs, other
differences are in the electric field intensity and smaller-scale spatial
distribution. As seen from the plots of Log(Q) at 1200 UT, the
electric field for the smoothed run is slightly more intense on
the dusk sector and proportionate on the post-midnight sector
compared to unsmoothed run. However, by 1400 UT, as the second
main phase of the storm is under way, the peak electric fields for the
unsmoothed run are higher on both sectors, the peak on the post-
midnight sector being significantly higher (∼8 mV/m) than for the
smoothed run (∼5 mV/m). Moreover, the Log(Q) plot shows a red-
blue-red-blue pattern in the radially inward direction nearmidnight.
This indicates alternating regions where the electric field intensity in
the unsmoothed run is significantly higher and significantly lower
than that in the smoothed run. This feature manifests both the
smoother electric field spatial distribution in the smoothed run and
the more structured one in the unsmoothed run. In the latter, the
region of strongest electric field is outwardly adjacent to a region
of much lower electric field, creating a steep radial gradient in the
electric field magnitude in that sector. A similar feature happens
inward of this region, near midnight at L = 2.5-3.0, thus creating
the red-blue-red-blue pattern in the Log(Q) plot. This feature is
an effect of the particle injections. Furthermore, at this time, the
electric potential isocontours show a stronger dawnward particle
drift motion near the post-midnight sector and a stronger radially
inward drift motion near dawn. In the consecutive hours, while the
electric field decreasesmore rapidly for the smoothed run, especially
on the post-midnight sector, strong electric fields of up to ∼5 mV/m
are seen to persist on the post-midnight sector until 1600 UT for
the unsmoothed run. Moreover, this region of strong electric fields
extends further toward dawn and exhibits a steeper gradient in the
radial direction in the unsmoothed run compared to the smoothed
run. The enhanced electric fields extending further dawnward in the
unsmoothed run are likely associated with the particle injections
observed by the LANL satellites at geosynchronous orbit after 1200
UT at different local times (see Figures 2-4), and responsible for the
stronger dawnside skewing and longer duration of the asymmetric
ring current.

One plasma parameter that is important for many
magnetospheric processes, such as the generation of plasma waves,
is the ion composition (e.g., Lee et al., 2021, and references therein).
Therefore, we also investigate the ring current ion composition
during the second dip of the storm. Figure 9 shows the O+/H+

pressure ratio distribution for both simulation runs. Both runs
produce quite similar strongly H+-dominant distributions at the
beginning of the second dip of the storm, with the strongest
H+ dominance at low L shells. In the subsequent hours as the
second recovery phase continues, however, the distributions show
a changing ion composition, particularly near the inner edge of the
ring current, where the deepest ion ring current access takes place
inside L ∼ 2 near dawn. This population exhibits comparable H+

and O+ pressures and a narrow area where O+ dominates. While
both runs produce a similar peak value of the O+/H+ pressure
ratio, namely, about 6 (=0.78 log O+/H+ pressure ratio), the timing
of these peak values and the duration of the O+ dominance are
different for both runs. In the smoothed run, this peak value occurs
at 1430 UT and the O+ dominance lasts until about 1945 UT,
whereas in the unsmoothed run the peak occurs several hours
later at 1815 UT and the O+ dominance lasts until about 2045 UT.
The local time of the peak locations is also different, with the peak
centered at MLT ∼4 for the smoothed run and at MLT ∼6.5 for
the unsmoothed run. Moreover, the region of O+ dominance is
slightly larger for the latter. All these differences are clearly seen
in the plots of Log(Q) and become more significant as the second
recovery phase progresses, with peak values of Log(Q) > 0.5 (a
difference by a factor greater than 3) by 2000 UT. These differences
follow from the differences discussed above on the O+ distributions
in Figure 6, namely, the stronger dawnside skewing, and slower
decay of the asymmetric O+ ring current for the unsmoothed
run.

Since the ring current plays an important role in the coupling
of the magnetosphere with the ionosphere, we further consider
the impact of the ring current development on the broader
magnetosphere and ionosphere. The magnetosphere-ionosphere
(MI) coupling can take place via the generation of Region-2 FACs,
which are the consequence of pressure gradients in the ring current,
or via magnetospheric particle precipitation to the atmosphere
(e.g., Vasyliunas, 1970; Wolf, 1970; Jaggi and Wolf, 1973; Blanc,
1988). These FACs are at the heart of the electrodynamic MI
coupling. Here, however, we focus on another way MI coupling
takes place, which is via transfer of heat flux from the heated
plasmasphere down to the ionosphere along magnetic field lines
(e.g., energetic coupling). This plasmaspheric heating occurs when
ring current ions interact with the cold plasmaspheric particles
via Coulomb collisions, transferring some of the ring current ion
energy to the plasmaspheric particles. The energy deposited in the
plasmaspheric particles is subsequently transported down to the
subauroral ionosphere in the form of a heat flux where it produces
significant electron temperature enhancements and the associated
subauroral red (SAR) arcs (e.g., Fok et al., 1993; Kozyra et al., 1997).
In addition, Fok et al. (1995) showed that O+ can be the main
ring current ion species contributing to plasmasphere heating. In
a follow-up study on this topic, Liemohn et al. (2000) found that
the presence of O+, which is significantly enhanced during solar
maximum, was responsible for the simulated large heating rates
during the 4-7 June 1991 storm. Even though the 7-8 September
2017 storm occurred during the declining phase of the solar cycle,
we have found that O+ played a critical role in the ring current
development due to the effect of particle injections, and thus we
evaluate the impact that the injections had on the plasmaspheric
heating. Figure 10 shows the distributions of plasmaspheric electron
and ion heating rates in the equatorial plane and at an altitude of
100 km in the northern ionosphere for both simulation runs. The
heating rates shown are produced by the ring current H+ and O+

combined. It is helpful to bear in mind that the locations of the peak
heating rate do not necessarily coincide with the locations of the ring
current peak pressure in Figure 6.This is because the heating rate not
only depends on the ring current intensity, but it is also proportional
to the plasmaspheric density.
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FIGURE 9
Equatorial maps of the simulated ring current O+/H+ pressure ratio during the second dip of the storm. O+/H+ pressure ratio distributions in the
equatorial plane inside 7 RE for both simulation runs performed with the CIMI model as well as for the ratio of the O+/H+ pressure ratio from both runs
for selected times between 1200 and 2000 UT on 8 September. The black dashed curves mark L shells of 2, 4 and 6 RE.
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FIGURE 10
Equatorial plane and ionospheric maps of the simulated plasmaspheric heating rate during the second dip of the storm. Plasmaspheric (top) electron
and (bottom) ion heating rate distributions (left) in the equatorial plane inside 7 RE and (right) in the northern ionosphere at an altitude of 100 km and at
magnetic latitudes higher than 30° for both simulation runs performed with the CIMI model for three representative times, namely, 1200, 1600 and
2000 UT, on 8 September.

Figure 10 shows a significant difference in the plasmaspheric
electron and ion heating rate distributions between both runs. We
first consider the plasmasphere electron heating. At the beginning
of the second dip of the storm, at 1200 UT, the heating rate
distributions in the equatorial plane are quite similar for both runs,

with peak heating rates located on the post-midnight sector and
peak value slightly higher for the smoothed run. However, during
the storm’s second dip some clear differences between both runs
follow the patterns observed in the pressure distributions, namely,
the region of peak heating rate extends further eastward toward
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dawn and the peak rate remains high for a longer period for the
unsmoothed run. At 1600 UT, the dawnside skewing of the ring
current pressure yields enhanced plasmaspheric heating rate on
the post-midnight and dawn sectors for both runs. Even though
this enhancement is similar in magnitude for both runs, with peak
heating rate value of ∼1 eV cm-3 s-1, the region of peak heating
rate is larger, and it extends farther eastward toward dawn for the
unsmoothed run. Four hours later, at 2000 UT, as the ring current
weakens, the heating rates also decrease for both runs, although
the decrease is more significant for the smoothed run, with the
peak heating rate up to 4 times lower than for the unsmoothed run
(Log(Q) ∼ 0.6).

The heating rate distributions in the ionosphere illustrate the
consequence to the subauroral ionosphere of the electron energy
deposition rates of the distributions shown in the equatorial plane.
We note that the heating rates displayed in the ionosphere are
given in units of eV cm-2 s-1, that is units of power per unit area,
different from the units in equatorial distributions of power per
unit volume. This means that the heating rates in the ionosphere
will be proportional to the rates at the equator scaled by the length
of the magnetic field lines connecting the plasmasphere to the
subauroral ionosphere. The overall distributions and dynamics of
the heating rate in the ionosphere resemble those in the equatorial
plane. At 1,600 and 2000 UT, the heating rate distributions for
the unsmoothed run are skewed toward dawn but with significant
energy deposition on the duskside and on the dayside as well.
The region of strong energy deposition is located around MLAT
= 60° near dusk and gradually at lower latitudes toward later local
times and into the post-midnight sector, reaching as low as MLAT
∼35° on the dawnside. Compared to the unsmoothed run, the
distributions for the smoothed run show overall weaker energy
deposition. Also, the dawnside skewing does not last as long, which
can be seen from the fact that by 2000 UT the peak heating rate
has moved to the pre-midnight sector. Additionally, the region of
peak heating rate on the dawnside extends to lower latitudes, down
to MLAT ∼35°, for the unsmoothed run, as seen from the plots of
Log(Q).

Even though most of the energy transferred from the ring
current ions to the plasmasphere via Coulomb collisions is
to the plasmaspheric electrons (Fok et al., 1991), owing to the
significantly lower conductivity of ions, less energy deposition to
the plasmaspheric ions can still have a significant impact on the
ion temperature (Fok et al., 1993). Figure 10 shows that for the
unsmoothed run, the maximum ion heating rate in the equatorial
plane was of the order of 10−2 eV cm-3 s-1, about two orders of
magnitude lower than that for electrons. Furthermore, in contrast
with the plasmaspheric electron heating rate distributions, the
distributions for ions in both runs are skewed toward the dayside
throughout the second dip of the storm. At 1,600 and 2000 UT,
the distributions for both runs remain strongly skewed toward
dawn, although the smoothed run exhibits lower heating rates,
a smaller region of peak heating rate, and a fainter dawnside
skewing of the distribution. In the ionosphere, the ion energy
deposition for the unsmoothed run is stronger across the dawnside
by up to a factor of six (Log(Q) ∼ 0.8), and extends down
to lower latitudes, as low as 30°, compared with the smoothed
run.

4.4 Validation with Van Allen Probes
observations

To assess the performance of the CIMI model during the storm
and validate the modeling results, in this section we compare the
simulated differential ion flux and electric field from both CIMI
runs to VanAllen Probes observations. Figure 11A shows the orbital
paths of RBSP-A and RBSP-B projected on the GSM X-Y plane
during September 8th. The apogees of both spacecraft are located
near MLT = 13, the orbits traversing mostly the dayside inner
magnetosphere. Thus, both Van Allen Probes are unfortunately not
well positioned to examine the regions of interest on the nightside,
where the distributions of the ring current pressure and the electric
field are enhanced. Nevertheless, with this comparison we seek to
validate the overall performance of the model.

Figures 11B-G show the comparison of the simulatedH+ andO+

differential fluxes with those measured by the HOPE and RBSPICE
instruments onboard RBSP-A during September 8th. We focus the
comparison on the overall energy-L shell-MLT ion distributions as
well as on the flux levels. First, the comparison shows that overall
both CIMI runs capture the energy-L shell-MLT distribution of the
observed ion populations. Due to the elliptical shape of the Van
Allen Probes orbit as the satellites traverse a range of L shells in
the inner magnetosphere, the measured energy-time ion spectra
exhibit two main populations separated by a spectral gap or ion
flux minimum. The first population at lower energies corresponds
to the ions drifting eastward dominated by the ExB drift, and the
second higher-energy population corresponds to the ions drifting
westward dominated by the gradient-curvature drift (Korth et al.,
1999; Friedel et al., 2001). The spectral gap separating these two
populations in the spectrograms varies in energy along the satellite
orbit, appearing at lower energies at higher L, and is the consequence
of forbidden regions of ions with given energies at these locations
and the significantly long ion drift times exceeding the ion lifetimes
(e.g., Buzulukova et al., 2003; Ferradas et al., 2021). Both CIMI runs
capture the general energy-, L shell-, and MLT-dependence of the
two H+ and O+ populations and of the spectral gap. However, there
are some discrepancies, the main one being the energy dependence
of the spectral gap. Though the model reproduces the trends of the
gap’s energy dependence, the minimum flux of the modeled gap is
at a lower energy during the first orbit and part of the second. This
might indicate that the electric field is not at the right intensity or
configuration during these periods on the dayside. Even so, during
the last part of the second orbit and during the third orbit, the energy
of the spectral gap matches the observations reasonably well.

Second, we consider the flux intensity in the comparison with
the observed H+ and O+ fluxes. In general, the flux intensities from
both runs are very similar, especially at high L values, when the
satellite traverses the dayside, where the ring current distributions
aremore alike (Figure 6). Both runs do a good job at reproducing the
energy dependence of the fluxes of both ion species over the three
orbits, that is, the higher fluxes of the low-energy population and the
lower fluxes of the high-energy population, especially at low L shells.
Moreover, both runs capture the dynamics of the H+ and O+ flux
levels in the low-energy population, that is, their measured decrease
from the first orbit to the second and subsequent increase from
the second orbit to the third. This latter flux enhancement comes
after the period of particle injections during the second dip of the
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FIGURE 11
Comparison of observed and simulated H+ and O+ differential flux and electric field during the whole day on 8 September. (A) The orbital path of both
Van Allen Probes in the GSM X-Y plane. Energy-time spectra of the H+ differential flux (B) measured by the HOPE and RBSPICE mass spectrometers
onboard RBSP-A, and from (C) Run 1 and (D) Run 2 simulated with the CIMI model. (E–G) Similar to panels (B–D) but for O+. (H) Electric field measured
by the EFW instrument onboard RBSP-B and from both simulation runs with the CIMI model.
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storm. This data-model comparison also yields some discrepancies,
a notorious one being the underestimation of the O+ fluxes for both
the low-energy and high-energy populations. One possible cause for
this is that CIMI underestimates the O+/H+ ratio at the model outer
boundary, which is given by the relation provided by Young et al.
(1982) that depends on Kp and F10.7 . Another possible source of
this discrepancy is hinted at by the ion pitch angle distributions
(PADs). An examination of the measured PADs (not shown) show
that the low-energy and high-energy populations have distinct PADs
(e.g., Yue et al., 2017), where the low-energy populations have PADs
that are predominantly field-aligned at high L shells and become
progressively isotropic and perpendicular toward low L shells. The
parallel component at these energies is much stronger for O+ than
for H+ and indicates that these ions are of ionospheric source.
The high-energy populations, on the other hand, display PADs that
are perpendicular, with signatures of ions freshly transported from
the nightside plasma sheet possessing more isotropic distributions.
Since in ourmodel the only source is the nightside plasma sheet, it is
possible that the model does not account for ions that have reached
the location of the satellite directly from the ionosphere. Even
though it is generally understood that the main source of warm and
energetic plasma in the innermagnetosphere is the nightside plasma
sheet, there has been evidence that under disturbed conditions
direct access from the ionosphere can occur (Delcourt et al., 1994;
Wodnicka and Banaszkiewicz, 1997; Gkioulidou et al., 2019).

Finally, Figure 11H shows the comparison between the modeled
and the observed electric field along the RBSP-B orbit, where the
observed electric field has been smoothed with a 3 min running
window. For the electric field, we use measurements from RBSP-
B instead of RBSP-A because starting in late Spring of 2016
the DC electric field data quality for RBSP-A is often unreliable
due to degradation of the preamplifiers in some of the EFW
instrument booms. During the second dip of the storm between
1,200 and 1500 UT, EFW measured large amplitude electric fields
exceeding 5 mV/m. A closer look at the electric and magnetic
field measurements (not shown) shows the presence of waves in
two frequency ranges, corresponding to 10-180 s and 5-15 min.
Further analysis beyond the scope of this paper is required to
investigate the nature and impact of these waves on the different
plasma populations, e.g., on the plasmasphere and the ring current.
However, it is worth noting that even though the IMFBZ component
was stronger during the first dip of the storm than during the
second dip, the observed electric field is overall stronger during
the second dip of the storm. By and large, both runs represent
the measured electric field very well, with the main exception of
the periods around perigee, where measuring the electric field
accurately becomes challenging due to the relatively strong electric
fields induced by the rapid motion of the spacecraft. Both runs
capture the main time variations in the strength of the electric
field from orbit to orbit, the decrease throughout the first orbit, the
sudden increase over the second orbit, during the second dip of the
storm, and the subsequent decline during the third orbit.

5 Discussion

In this study, we have investigated how the particle injections
that occurred during the second dip of the ICME-driven storm

of 7–8 September 2017 affected the ring current development. To
achieve this, our analysis consisted of simulations with the CIMI
kinetic model with a realistic, temporally and spatially varying data-
driven outer BC at geosynchronous orbit defined by measurements
from LANL and GOES-R satellites. The observations from the
geosynchronous satellites captured the highly disturbed conditions
during the second dip of the storm as evidenced by substorm-
associated particle injections. Therefore, to isolate the effect that
the particle injections had on the ring current development, we
performed two simulation runs with different data-driven outer
BC. Run 1 includes a BC defined by particle flux measurements
at their original time cadence of about 1.5 min. This BC captures
the short-timescale, localized features associated with the particle
injections. Run 2 includes the same data-driven BC but smoothed
in time with a 2-h smoothing window. This smoothed BC captures
the realistic density levels and energy distributions of the source
population but without the short-timescale, localized dynamics of
particle injections. Thus, the comparison between these two runs
exposes the effects of the short-timescale and localized nature of
particle injections on the ring current development. This section
discusses some of the main findings of the present study.

Before discussing the comparison between the simulation runs,
we point out that even though the data-driven BC is a new feature
of the CIMI model, the basic idea of using measurements to
define the outer BC in inner magnetosphere simulations is not
new. For instance, BCs defined by measurements of the plasma
sheet density and temperature from different sources where the
particle energy distribution was assumed to have a functional
form, such as a Kappa or Maxwellian distribution, were used
by several studies (e.g., Jordanova et al., 1998; Kozyra et al., 1998;
Liemohn et al., 2001; Ebihara et al., 2005a; Ebihara et al., 2009;
Chen et al., 2015). However, such a characterization often departs
significantly from the real particle source spectrum (Åsnes et al.,
2008; Espinoza et al., 2018). These and other studies, however, have
highlighted the important role of the plasma sheet density in the
ring current buildup (Kozyra and Liemohn, 2003; Ebihara et al.,
2005b). Moreover, recent studies have addressed the role of the
outer BC on the modeling of ring current dynamics. A recent study
of the parameters controlling the electron ring current dynamics
performed a sensitivity analysis of different processes, including
changes in the BC, and found that the impact of the variance in
the BC was confined to high L shells, near the boundary, whereas
the electron lifetimes had amuchmore significant effect (Haas et al.,
2022). Another recent study introduced an improved BC to simulate
the electron ring current fluxes with the RAM-SCB kinetic model
coupled with the BATS-R-US MHD code, where an empirically
derived model of electron fluxes at geosynchronous orbit was used
to better characterize the <40 keV electron fluxes at the model outer
boundary (Denton et al., 2015; Denton et al., 2016; Denton et al.,
2019). They found that the new BC enhanced the accuracy of the
simulated electron fluxes inside geosynchronous orbit, especially in
the outer region (L > 4) (Yu et al., 2022). Nevertheless, modeling
efforts employing a temporally and spatially varying data-driven
BC to address the role of particle injections on the ring current
development are missing.

The first finding from this study is that the unsmoothed run
produced a stronger ring current than the smoothed run. This
result of an evident effect of particle injections on the ring current
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buildup is not new although it contrasts previous results that also
assessed this effect. The disagreements, however, are reasonable
when considering the different methods in modeling the substorm-
associated particle injections. Fok et al. (1996) represented a series
of substorm injections by stretching and collapsing the magnetic
field lines in their simulations to assess their effect on the
ring current development. They further used H+ measurements
from the Active Magnetospheric Particle Tracer Explorer-Charge
Composition Explorer (AMPTE-CCE) at L ∼ 6.75 with a time
cadence of 16 h to define the model outer BC and found that the
RCE did not change significantly due to the substorm-associated
activity. In a subsequent effort, Fok et al. (1999) improved their
representation of the model outer BC by using a 3D test particle
code to backtrack particles from a representative distribution grid
to a source region at L = 12. This provided particle distributions
to the inner magnetosphere that were more realistically influenced
by substorm activity in the plasma sheet. When the modeled
substorm activity was accompanied by strong convection during
storm periods, their simulations yielded a stronger ring current.
These results suggest that an accurate representation of the changes
in the plasma sheet source associated with substorm particle
injections, including their short timescales, are critical to assessing
their effect on the ring current dynamics. Another more recent
study by Liemohn et al. (2011) tested the necessity of transient spikes
in the storm time ring current model outer BC by applying three
smoothing window sizes, namely, 20 min, 1 h, and 3 h, to their
data-driven model outer BC. They found that the RCE increased
slightly with increased smoothing window size, contrary to the
findings of the present study. However, the findings from the two
studies can be reconciled by considering the different approach
in defining the outer BC. Liemohn et al. (2011) used a spatially
uniform BC, employing data from the geosynchronous satellite that
measured the highest hot ion density among those satellites that
were close to midnight MLT. This implies that during the times
when the smoothed density at the boundary was higher than the
unsmoothed density, the higher density value was applied to the
entire boundary. Thus, these periods had a significant effect on
the model by providing a stronger source population to the ring
current over the entire nightside. On the other hand, the present
study uses a spatially varying BC, employing data from multiple
geosynchronous satellites. Thus, any density enhancements in the
smoothedBCover the unsmoothedBC are not necessarily applied to
the whole outer boundary, but they can be localized enhancements,
according to the measurements from each satellite. Furthermore,
Liemohn et al. (2011) also ran a different set of simulations, where
the model outer BC was smoothed by despiking the measured
density instead of averaging it. That is, the minimum value within
the smoothing window was utilized to build the model outer BC
rather than the average value. The reduced densities in this set of
runs naturally yielded a reduction in theRCE, and this reductionwas
more significant with increasing smoothing window size, consistent
with the results from the present study.The comparison between the
Liemohn et al. (2011) study and the present study suggests that the
effects of a spatially varying BC are significant.

Another relevant study by Yang et al. (2016) quantified the
effects of bubble injections on the ring current development using
the RCM-E model and found the effect to be minor partly because
the dominant effect of the gradient-curvature drift in the inner

magnetosphere helped the bubbles blend into the background.
However, their simulations relied on analytically generated bubbles,
which represents a limitation in their model when comparing with
observations, although their setup of the magnetic and electric
fields were consistent with that of bubbles. The present study, on
the other hand, has the advantage of using particle fluxes taken
directly frommeasurements and thus the characterization of particle
injections is more realistic. However, the limitations of our model
come from the use of empirically derived models to determine
the electric field at the model outer boundary and the magnetic
field throughout the simulation domain, whereas these were more
self-consistently derived in the Yang et al. (2016) study. The use of
an empirical magnetic field model implies that our model does
not capture the effects from magnetic field reconfigurations during
substorms, i.e., the induced impulsive electric fields associated with
injections. Instead, our model captures the effects of the electric
coupling between the magnetosphere and ionosphere via field
aligned currents, which are generated by the pressure gradients of
ring current particles and affect the ionospheric potential. Even
though these are limitations of the model used, they do not
necessarily represent limitations for the present study, since our
objective is to quantify the pure effect of the realistic BC from
geosynchronous measurements on the ring current development
while keeping the electric and magnetic fields the same. Another
possible limitation in our model is the ability of the outer BC
to resolve the MLT extent of particle injections. The injections
introduced in the model have an azimuthal extent comparable to
the spacecraft separation, that is ∼4 h in MLT. This is within the
of 2–5 RE scale size range of fast flow channels associated with
bubble injections reported by several studies using measurements
from a variety of satellite missions (e.g., Angelopoulos et al., 1997;
Kauristie et al., 2000; Nakamura et al., 2001; Nakamura et al., 2004).
Still, it remains to be testedwhether increasing theMLT resolution of
the BC (by, for example, increasing the number of geosynchronous
satellites) has significant effects on the ring current development. In
consideration of the differences in the model and model setup, and
the associated limitations in each model, the comparison between
our results and those from the Yang et al. (2016) study further
emphasizes the importance and impact of a realistic model BC.
Furthermore, the impact of particle injections could have been
greater if, alongside a realistic data-driven BC, a self-consistent
magnetic field model was used. A second finding from this study
is that the unsmoothed run produced a strong dawnside skewing
of the H+ and O+ partial ring current distribution, as seen from
the dawnward skewing of the region of peak pressure, as well as
a longer-lasting O+ partial ring current that delayed the formation
of the symmetric ring current. These features of MLT asymmetry
in the ring current distribution are most likely the consequence
of differences in the distribution and strength of the electric field.
Since the electric field plays a key role in the ion transport and
energization, it is especially significant that the unsmoothed run
produced overall stronger electric fields than the smoothed run. The
substorm-associated particle injections observed at geosynchronous
orbit, captured by the unsmoothed BC, were responsible for these
enhanced electric fields. During the second dip of the storm,
when strong auroral activity and several particle injections were
observed, the electric field was intensified significantly on the
nightside and predominantly on the post-midnight sector for several
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hours. This resulted in both H+ and O+ injected from the nightside
plasma sheet reaching deeper into the inner magnetosphere on
the dawnside. Similar electric field enhancements associated with
substorm activity and their effect displacing particle populations in
the inner magnetosphere have been reported before. For example,
Ganushkina et al. (2000) and Ganushkina et al. (2001) found in
their simulations that large-scale convective electric fields alone
could not reproduce the formation of intense ion nose structures,
but impulsive electric fields associated with substorm activity were
necessary.

These strong electric fields on the post-midnight sector
associated with the particle injections can also be responsible for the
severe erosion of the plasmasphere observed to occur progressively
by the Arase satellite during the second main phase of the storm
and after the second recovery phase starts (not shown). Obana et al.
(2019) found that the plasmasphere erosion was related to the
penetration of the convection electric field during this period
lasting for several hours, as evidenced by dynamic variations of
the equatorial electrojet (EEJ). They further suggested that the
observed high-frequency variations could be caused by substorms.
Our simulation results support their findings and further suggest
that the substorm-associated particle injections were responsible
for the enhanced electric field, which likely caused the severe
plasmasphere erosion.

Another finding is that the particle injections affected the ring
current ion composition, especially near the inner edge of the
ring current. The enhanced electric field distribution and modified
electric potential pattern in the unsmoothed run, further implies
that the energy-dependent drift access to the inner magnetosphere
was also modified, changing the ion distributions, as already
discussed above. These distributions, in the absence of ion losses,
should be the same for different ion species. However, since the ion
lifetimes due to charge exchange losses are species dependent, the
resultant H+ and O+ distributions are different, especially at low
L shells, where ions take longer to access and thus the effects of
charge exchange are more notorious. More specifically, in both runs
the longer O+ charge exchange lifetimes at energies below ∼50 keV
compared to H+ (e.g., Smith and Bewtra, 1978; Ferradas et al., 2015)
brought about a O+ dominance near the inner edge of the ring
current. Moreover, in this particular storm we have seen that one
of the effects of the particle injections observed during the second
dip of the storm in the unsmoothed run was the stronger skewing of
the ring current distribution toward the dawnside, where deep ion
access was observed. Consequently, the global O+/H+ pressure ratio
distributions for the unsmoothed run show that the O+/H+ pressure
ratio remained larger than one for a longer period at the low L
shells, where the deepest access occurred, indicating amore strongly
O+-dominant ring current. Conversely, in both the unsmoothed
and smoothed runs, the model underestimated the O+ fluxes at all
energies, but especially at low energies, as can be seen from the
comparison with the Van Allen Probes measurements. Two possible
explanations for this might be that the model underestimates the
O+/H+ ratio at the outer boundary or that the assumption that
the energy distributions of both ion species at the outer boundary
are the same is not correct. Since the LANL and GOES-R particle
instruments used to define the data-driven BC in the model do
not discriminate ion species, the energy distributions for both ion
species at the model outer boundary were assumed to be the same.

However, Geotail observations of the energy spectra of different ion
species in the near-Earth plasma sheet during several geomagnetic
storms have shown that different ions do not necessarily have
equivalent energy distributions (Pandya et al., 2018). This result
stresses the importance of mass spectrometers, such as HOPE and
RBSPICE, that distinguish ion mass and provide information about
the plasma ion composition.

Finally, due to the role that the ring current plays in MI
coupling, the modeled effects of particle injections on the ring
current development also had an impact on the plasmasphere and
the ionosphere. The ring current ions effectively transferred energy
to the cold plasmaspheric ions and electrons via Coulomb collisions,
which in turn transferred energy to the ionosphere in the form of a
heat flux. Since the unsmoothed run produced a stronger skewing
of the ring current ions toward dawn, this resulted in stronger
plasmaspheric heating especially on the dawnside and on the pre-
noon sector, where the heating rates prevailed for a longer period.
Consequently, in the ionosphere the energy deposition extended
to lower latitudes and was more significant in these MLT sectors.
Moreover, the impact on plasmaspheric heating was observed to be
more significant on the ions than on the electrons.

6 Conclusion

We have studied the effects of substorm-associated particle
injections on the ring current development during the second dip of
the storm of 7–8 September 2017. Simulations with the CIMI model
indicate that particle injections had a significant and broad effect on
the ring current development and its coupling to the plasmasphere
and ionosphere. These effects are evident from the comparison
between the unsmoothed and smoothed simulation runs and are
summarized as follows.

1. The particle injections contributed to a stronger ring current,
evidenced by increasing the total RCE at the peak of the second
dip of the storm by 15% (Figure 5).

2. As the ring current evolved, the H+ and O+ asymmetric ring
current exhibited a stronger dawnside skewing and the O+ ring
current remained asymmetric for a longer period, slowing down
the development of an O+ symmetric ring current (Figures 6,
7). This was the result of changes in the convection potential
pattern and enhanced electric field in the post-midnight and
dawn sectors (Figure 8), which allowed for a deeper dawnside
ion access. In turn, the modified potential and enhanced electric
fieldwere the direct consequence of the short-timescale, localized
particle injections captured by the model outer BC in the
unsmoothed run.

3. As the modified potential pattern and enhanced electric fields
effectively modified the ion distributions, the species- and
energy-dependent charge exchange losses affected the ring
current ion composition, producing an overall higher abundance
of O+. Moreover, the region of O+ dominance at the low L
shells near dawn was larger and the O+ dominance lasted longer
(Figure 9).

4. The effects on the ring current development mentioned
previously further impacted the plasmaspheric heating
(Figure 10). The plasmaspheric electron and ion heating rates
were significantly higher especially on the dawnside and the
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region where this energy deposition occurred extended farther
inward. Furthermore, the period of enhanced plasmaspheric
heating lasted longer. Consequently, in the ionosphere the energy
deposition was stronger and extended to lower latitudes on the
dawnside.
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