
The Tian Ma 65-m Telescope
Automatic Early Warning System
Shang-Guan Wei-Hua1,2, Zhao Rong-Bing1*, Zhang Dong1,2 and Zhang Chu Yuan3

1Shanghai Astronomical Observatory, Chinese Academy of Sciences, Shanghai, China, 2University of Chinese Academy of
Sciences, Beijing, China, 3Xi’an University of Posts and Telecommunications, Xi’an, China

The Tian Ma Radio Telescope (TMRT), which is mainly used for deep space exploration and
radio astronomy observations, is the largest fully steerable radio telescope in Asia. For
promoting the automation of the telescope, an automatic early warning system is
designed and implemented. The system can conveniently aggregate heterogeneous
sensor data, make use of established strategies to implement an alert system, and send
real-time alarms through multiple channels, which is helpful to promote unmanned operation.
In addition, we adopt DevOps (a compound of development (Dev) and operations (Ops) which
means end-to-end automation in software development and delivery) to simplify the
development, upgrading, and maintenance of the telescope automatic early warning system.
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1 INTRODUCTION

The Tian Ma Radio Telescope (TMRT) in Shanghai has a primary reflector of 65 m diameter with a
shaped Cassegrain configuration. It has advanced equipment such as an active surface control
system, an 8-band low-noise receiver system covering 1–50 GHz, VLBI high-speed data acquisition
systems, and high-stability hydrogen atomic clocks. It is available for deep space exploration tasks
such as orbit determination, for radio astronomy single-dish and Very Long Baseline Interferometry
(VLBI) observations, and for geodetic VLBI observations. The TMRT has already achieved many of
its engineering goals and, as a result, has provided many world-class scientific results. First, the
TMRT, as a powerful unit of the Chinese VLBI Network (CVN), has undertaken many deep space
exploration tasks, such as VLBI observations in the Chang’e-3 orbit determination (Liu et al., 2015).
Second, the TMRT conducts many astronomical observations for scientific research purposes. Its
operating frequency range covers many important astronomical spectrum lines, such as NH3, CCS,
and HC3N (Xie J et al., 2021; Zhang et al., 2021). Pulsars are also important targets of the TMRT,
such as the comprehensive pulse profile study of 71 pulsars (Zhao R.-S et al., 2019). Third, the TMRT
also carries out many geodetic VLBI observations. For example, the TMRT, as one component of the
International VLBI Service for Geodesy and Astrometry (IVS) network stations, participated in six
IVS sessions in 2019 and 2020 (Xie B et al., 2021).

To meet the above mentioned scientific and engineering goals, the TMRT has been operating for
almost 24 h a day. Manpower on 24-h shifts is a direct way to monitor the operation of the TMRT,
but with the progress of science and technology, more andmore stations have researched and applied
remote and autonomous operations and status monitoring (Neidhardt, 2017). More remote control
software are also being developed for telescopes, such as Client Graphics User Interface Library Tools
(CGLT), E-control, and Jmonan (Neidhardt et al., 2010; Ruztort et al., 2012; Zhao D et al., 2019). The
remote and autonomous control software is also applied to the TMRT.

The Tian Ma 65-m Telescope Automatic Early Warning System (TAEWS) can provide a safety
guarantee for the TMRT during autonomous operations through real-time operational status early
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warning detection for the TMRT. Currently, we have placed some
sensors in different locations of the telescope. The TAEWS
aggregates these heterogeneous sensor data and then detects in
real time whether the TMRT is operating beyond the preset alarm
values. It uses push notifications and alert notifications will be
sent through multiple channels in case of abnormalities.
Engineers can also download historical data from the system
after the event to analyze the cause of the error in the TMRT.

Next, we will introduce the four parts of the TAEWS: Section
2) The monitoring items of the TMRT; Section 3) Aggregation of
heterogeneous data; Section 4) Data visualization, detection and
alarm; Section 5) Application of DevOps (a compound of
development (Dev), and operations (Ops) meaning end-to-end
automation in software development and delivery) in the system.

2 THE MONITORING ITEMS OF THE TMRT

At present, the monitoring items supported by the system mainly
include motor current detection, antenna rotation detection,
bearing stress detection, and antenna mechanical structure
problem detection. As shown in Figure 1, sensors, which
include vibration sensors, temperature sensors, stress sensors,
and ranging sensors, are distributed in different locations on the
antenna. Each of them will be described next.

The TMRT weighs about 2,700 tons and the weight of its
reflector is mainly borne by bearings. As shown in Figure 1, stress
sensors, temperature sensors, and distance sensors are added to
the bearing end. These sensors detect stress changes in the
reflector to the bearing. The TMRT has eight azimuth (AZ)
rotation motors and four elevation axis rotation motors. The
rotation of the antenna is driven by a motor, which detects
changes in motor current when the motor is driving to
determine if there is any abnormal resistance during
operation. Each motor of the TMRT is equipped with at least
one current sensor. Besides this, the rotation speed and

acceleration of the AZ and pitch axes can also be detected.
When observing at higher frequencies, the vibration caused by
the servo drive systems will be significant, so we have placed
vibration sensors at the primary reflector, sub-reflector, and
feeder (Brandt, 2000). We can detect whether there is any
problem with the mechanical structure of the antenna and if
the servo control is normal.

To enable an early warning for the above-mentioned detection
items (sensors), we have designed the TAEWS. The structure
diagram of this system is shown in Figure 2. As shown in the
structure diagram, the TAEWS is divided into three parts: the
environment, the services, and the user interface. We deploy the
services part on the Docker Engine1 (environment part), which
facilitates our development using DevOps. The details of DevOps
will be introduced in Section 5. The services in the structure
diagram include Data Sampler, Influxdb2, Telegraf3, Grafana4,
Grafana-Images-Renderer5, Portainer6, and source code
management software.

Data Sampler is used to collect data from the sensor software
and hardware and print it out on the system console in a comma
separated value (CSV) format.

Influxdb is a time-series database for storing sensor data. The
use of a time-series database will also optimize our storage of
time-stamped sensor data.

Telegraf is used to store Data Sampler output sensor data to
the Influxdb database and to keep the Data Sampler service
running. For example, when the sensor network is
disconnected, the Data Sampler may crash and exit. But the
Telegraf will restart the Data Sampler by timed attempts, and we
set the time interval to 1 min. So, after the sensor network is
restored, the Data Sampler will also be restored after 1 minute.

Grafana provides visualization, monitoring, and alerting
capabilities primarily for data in Influxdb. We have designed
panels to visualize the values of the sensors on the TMRT, as
detailed in Section 4.

Grafana-Images-Renderer is used to help Grafana improve the
alert messages by replacing the values in the alert emails with
screenshots of the visualization panels. The pictures of the
visualization panel will be more useful for engineers and
observers to understand the situation than the alarm values.

Portainer is the service management platform of the TAEWS.
As a service management tool, Portainer makes it convenient to
deploy services, create services, edit service configurations, and
view service status.

FIGURE 1 | Figure shows the model diagram of the TMRT. The black
text “A” marks the vibration sensor position, the red “B” marks the range
sensor position, the red “S” marks the stress sensor position, the red “T”
marks the temperature sensor position. And the numbers are their
numbers, such as “A1” means vibration sensor number 1.

1Docker Inc. (2020). Docker Engine overview. https://docs.docker.com/engine/
[Accessed 29 May 2022].
2InfluxData. (2022). InfluxDB. https://github.com/influxdata/influxdb [Accessed
29 May 2022].
3InfluxData. (2022). Telegraf. https://github.com/influxdata/telegraf [Accessed
29 May 2022].
4Grafana Labs. (2022). Grafana. https://github.com/grafana/grafana [Accessed
29 May 2022].
5Grafana Labs. (2022). grafana-image-renderer. https://github.com/grafana/
grafana-image-renderer [Accessed 29 May 2022].
6Portainer.io. (2022). Portainer. https://github.com/portainer/portainer [Accessed
29 May 2022].
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GitLab7 is used to manage service orchestration code and the
data sampler code, and to implement DevOps. More details are
provided in Section 5.

The main TAEWS user interfaces are through Slack8, email,
and a web browser. Engineers and observers can receive alert
messages from Grafana via Slack and email. They have cross-
platform access to real-time graphs of sensor data on Grafana via
a web browser.

3 AGGREGATION OF HETEROGENEOUS
DATA

Next, we need to aggregate the data from these sensors. Each
sensor is equipped with a Data Sampler, a Telegraf, and an
Influxdb service called the Telegraf-Influxdb data stream. The
Telegraf-Influxdb data stream structure is used to implement
persistent sensor data collection: the Data Sampler collects sensor
data and prints it to Telegraf in CSV format, and Telegraf writes
the collected data to Influxdb. The data transfer differences of the

heterogeneous sensors are solved by different Data Samplers.
Since the Telegraf-Influxdb data stream structure is based on
Telegraf and Influxdb, only the Data Sampler is programmed.

First, the communication interface, data sampling rate, and
data format of heterogeneous sensors may be different. Some
manufacturers of sensors on the TMRT have customized
communication interface standards specific to their sensors,
which may require us to use the manufacturer’s software,
protocols, development languages, or dependency packages.
For example, the bearing sensors on the TMRT use a
customized Modbus protocol that cannot be communicated
with directly by existing open-source tools. The data storage
format of the vibration sensor REFTEK130 on the TMRT is PAS.
The python library ObsPy (Beyreuther et al., 2010) and the
commercial software of Reftek Systems Inc. are the only tools
found that can decode the PAS format.

Transferring data to Telegraf via a standard output stream is a
convenient way to solve the problem. First, the Data Sampler
outputs data to the system in CSV format. Second, Telegraf calls
the Data Sampler program through a child process and gathers
the system output stream from the child process. Since the
programming language can be printed, there are many
programming language options for The Data Sampler. This
helps to cope with sensor hardware and software interfaces
from various vendors compared to a single programming
language. And because Telegraf can cache data and maintain

FIGURE 2 | Figure shows that the architecture of the TAEWS is divided into three parts: environment, services, and user interface. All services of the TAEWS are
deployed on the Docker Engine. Services mainly include Data Sampler, Telegraf, Influxdb, Grafana, Grafana-Images-Renderer, Portainer, and GitLab. Data Sampler and
Telegraf are used for data collection, Influxdb for the time-series database, Portainer for container deployment, GitLab for source code management, Grafana and
Grafana Render for visualization and graphic alert. User interfaces include web browsers, Slack, and email. Users can access visualization pages through browsers
and push alerts through email, Slack, etc.

7GitLab B.V. (2021). GitLab. https://gitlab.com/gitlab-org/gitlab [Accessed 29 May
2022].
8Slack Technologies, LLC, Salesforce. (2022). Where Work Happens. https://slack.
com/[Accessed 29 May 2022].
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FIGURE 3 | This is a visualization page in TAEWS. (A) is the difference between adjacent max and min of vibration acceleration, (B) is the time-series diagram of
feeder vibration acceleration, (C) is the time-series diagram of AZ axis angular velocity, (D) is the time-series diagram of AZ axis position, (E) is the time-series diagram of
AZ axis acceleration, (F) is the time-series diagram of AZ axis motor current.
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the data sampler, the data sampler basically just converts the data
transferred from the sensor hardware or software into CSV
format and prints it to the system console.

Second, since telescope anomaly monitoring is still under
research, we need to ensure that the system is scalable,
i.e., that it is compatible with adding new detections but also
with removing the old ones. Therefore, we make each sensor’s
Data Sampler and Telegraf into a container, which makes the
Data Sampler highly cohesive with the sensor, and coupling with
the database is resolved through Telegraf. The data collection
container is connected to the database, ensuring that there is no
dependency between Data Samplers.

4 DATA VISUALIZATION, DETECTION, AND
ALERTS

The user interface of Grafana allows for customized visual charts,
customized alert rules, and customized message channels.
Figure 3 shows some graphs we designed. For example (E) in
Figure 3 is used to visualize the AZ acceleration of the TMRT.
The maximum and minimum values of the AZ acceleration are
shown at the bottom of the graph. While sensor data is
continuously recorded through the Telegraf-Influxdb data
stream structure, Grafana can provide real-time visualization
capabilities and real-time alerting capabilities for telescope
status. For example, we visualize the elevation angle of the
antenna, and then set the alert rule to notify the TMRT
observer when the antenna elevation angle is below 20° for
10 min.

In Figure 3, we can see that the values include antenna
rotation speed, antenna pointing position, antenna rotation
acceleration, antenna motor current, antenna bearing stress,
and antenna vibration acceleration. Changing the step size to
adjust the time interval at which the data is displayed makes it
easier to understand long-term changes and short-term changes
in the data. Note that the minimum time interval of the data
displayed by the Grafana is limited by the sampling rate of the

data print from the data sampler. Grafana also supports
downloading data directly from charts.

If an alarm occurs, a red alarm line will appear on its chart, as
shown in Figure 4. At present, the alarm of TMRT mainly uses
simple and complex threshold values to set a reasonable interval
for necessary data items for real-timemonitoring.When the value
exceeds the interval, the system will alert the message. The simple
thresholds are set based on unprocessed data. For example,
through the experience of daily maintenance, we set the upper
limit of the AZ voltage value as 70A, and when the voltage exceeds
the range, abnormal marks will appear, as shown in Figure 4. The
complex thresholds are set by performing some simple operations
on the data. For example, the threshold for vibration monitoring
is the adjacent difference and standard deviation of normalized
vibration data. The mail alert, shown in Figure 5, is a practical
example of adjacent differences.

As shown in Figure 5, if an alert subscription is set, a push
message will be sent through Slack and email. First, a time-series
graph is added to the email alert message. The original alert email
message has only anomalous data values, which is what the email
section in Figure 5 looks like without the time-series graph in the
blue box. The Grafana-Images-Renderer service is used to draw
Grafana graphs and export them as PNG format images, which
Grafana then uses to draw time-series data charts to add to the
emails. Next, in order for the time-series graph to show the situation
before and after the occurrence of the alarm, we postpone the alarm
time backward with an acceptable delay. As in Figure 5, the values
that exceed the red alert area are located 1 min before.

5 DEVOPS IN TAEWS

DevOps speeds the delivery of higher quality software by
combining and automating the work of software development
and IT operations teams. As shown in Figure 6, We apply the
DevOps method to development in the Docker environment to
further improve the speed of software iteration and the
convenience of service deployment.

FIGURE 4 | This is a sample timing diagram for an antenna AZ motor current alarm. In the figure, the motor current curve has broken through the red alarm area
above, and then Grafana will mark 13:58:00 with a red line, which shows that there was a voltage anomaly within 2 minutes. The green line at 13:59:00 shows that the
abnormality did not appear after the time point marked by the red line.
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FIGURE 5 | This is a screenshot of the system alert push message. The top-left part is the email message interface, which includes alert values, alert items, value
charts, and some alert messages. The bottom half of the figure, which is marked ‘C’, is a chart detailing the data for this alert. The top-right part is the message interface
on the Slack app, which includes alert values, alert items, and some alert messages. The marker “A” and marker “B” are examples of TMRT alerts.
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During the development of TAEWS, GitLab manages two
types of projects. The first type is the Data Sampler code. The
Data Sampler projects include the dockerfile code used to build
containers. When the code is submitted to the code
management platform, the Data Sampler container is
automatically built and submitted to shao. docker.ac.cn, a
private container image repository on the intranet. The
second type is the TAEWS container orchestration code.
This code is mainly the “docker-compose.yml” file and
some environment variable files. The environment variable
files record the environment variable settings needed for each
service. For example, the name of the database such as
“vibration_data”. The “docker-compose.yml” file is used for

the Portainer to deploy containers. For example, the Grafana
container maps port 3,000 inside the container to port 80 on
the host. The Portainer automatically pulls the required images
from docker. shao.ac.cn and deploys the TAEWS on the
Docker engine. These approaches enable the continuous
integration of the system, which facilitates the development
of the system.

In addition to using the Portainer to create and deploy services,
we also use the Portainer to complete the maintenance of the
services. In Figure 7, we can clearly see the port status, creation
time, and running state of each container. The Quick Actions allow
the user to debug and monitor services. For example, we check the
current CPU usage of the container image repository, as in part A of

FIGURE 6 |We use Git to update code to the source codemanagement platform such as GitLab, then the platform performs container building, container pushing,
and so on through hooks. Later, Portainer automatically pulls the latest service image through the container registry.

FIGURE 7 | This is an example of using the Portainer to manage the TAEWS system. The information of all the services, such as current running status, creation
time, and port occupancy, is clearly visible on the page, and operations such as logging, terminal, and status view are available in the Quick Actions column.
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Figure 7. We may also need to open the container’s
terminal to execute some commands. For example, part B
of Figure 7 to see if the name configuration of the database is
normal.

6 CONCLUSION

As an automatic and real-time early warning detection system
for the TMRT, the TAEWS achieves the abnormal condition
detection of electromechanical current, antenna rotation,
bearing stress, and antenna mechanical structure. It
implements persistent storage of heterogeneous sensor data,
monitoring of threshold rules for the sensor data, and
notification of exception messages. We also briefly describe
the containerization and DevOps applications of this system,
describing the ability to iterate quickly with a small amount of
coding. In the future, with the increase of detection items and
the improvement of anomaly detection methods, the
automatic warning system of the TMRT will be gradually
improved.
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