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Over the last decade, Heliophysics researchers have increasingly adopted

a variety of machine learning methods such as artificial neural networks,

decision trees, and clustering algorithms into their workflow. Adoption of these

advanced data science methods had quickly outpaced institutional response,

but many professional organizations such as the European Commission, the

National Aeronautics and Space Administration (NASA), and the American

Geophysical Union have now issued (or will soon issue) standards for artificial

intelligence and machine learning that will impact scientific research. These

standards add further (necessary) burdens on the individual researcher who

must now prepare the public release of data and code in addition to

traditional paper writing. Support for these is not reflected in the current

state of institutional support, community practices, or governance systems.

We examine here some of these principles and how our institutions and

community can promote their successful adoption within the Heliophysics

discipline.
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1 Introduction

The use of machine learning (ML) and other advanced analytics methods in
Heliophysics has grown steadily in recent years and will continue to do so. As their
use in both research and operations become more prevalent, it is imperative that the
community adopt a conscious effort to use these, often black-box, methods in a manner
that allows confidence in the interpretation of the results and meets established criteria
for use. Many professional organizations are developing and promoting community
standards specific to ML and artificial intelligence (AI). Such documents include
values around the design, implementation, and use of AI systems and commonly
title this the “ethics” of AI (European Commission, 2019; Mclarney et al., 2021; AGU -
 NASA Ethics in AI/ML, 2022; U.S. Department of Defense, 2020; The U.S. Intelligence 
Community, 2020b; The U.S. Intelligence Community, 2020a) although the scope is

Frontiers in Astronomy and Space Sciences 01 frontiersin.org

https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#editorial-board
https://doi.org/10.3389/fspas.2022.1064233
https://crossmark.crossref.org/dialog/?doi=10.3389/fspas.2022.1064233&domain=pdf&date_stamp=2021-10-15
https://doi.org/10.3389/fspas.2022.1064233
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fspas.2022.1064233/full
https://www.frontiersin.org/articles/10.3389/fspas.2022.1064233/full
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles


Narock et al. 10.3389/fspas.2022.1064233

broader than what is typically considered ethics within
science. While they have yet to be widely adopted, once
they are fully codified and required, the responsible use of
machine learning will mean meeting these guidelines and
will add a burden to the researcher. These are not reflected
in the current state of institutional support, especially in
funded research grants. Furthermore, community awareness
of these policies needs to be raised and best practices set.
Here we examine some of the implications of these emerging
mandates and how our institutions and organizations can
support successful adoption of responsible ML practices
within the Heliophysics community. A version of this paper
(Narock et al., 2022) was originally written in response to
the 2024 Heliophysics decadal survey run by the National
Academies in the United States. Previous decadal surveys and
other National Academy reports have been used by many space
agencies within the United States to help form their strategic
plans for the coming decade (National Research Council, 2013;
NASA, 2015; National Academies of Sciences, Engineering, and
Medicine, 2017). Thus, this paper has a more United States
centric view with recommendations intended to call attention
to areas on which United States institutions might want to focus
to help relieve burdens associated with responsible AI. However,
we feel that many of these recommendations are applicable to
other institutions as well. Additionally, recommendations not
targeted specifically at institutions are broadly appliable to the
entire Heliophysics community.

2 Machine learning in heliophysics

While traditional analysis for research and operations has
long been reliant on heavy use of computing, in recent years
there has been a striking increase towards using ML methods.
As generally defined, AI is the effort to automate intellectual
tasks normally performed by humans (Chollet, 2018). Any
method which allows a computer to learn without explicitly
being programmed is called ML, and is a subfield of AI.
With these methods, the relative importance of aspects of the
data are not specified by any human directly but inferred
and codified by the analytical learning process itself. A recent
survey of Heliophysics literature (Camporeale, 2019) shows that
the percent of published works in the field that discuss ML
has been growing with increasing frequency. Azari et al. (2021)
extends the surveyed time range and finds an exponential
increase within Heliophysics and across the wider range of
related physical science domains. That a sustained sub-discipline
is beginning to be carved out is further evidenced by the
creation of the international “Machine Learning inHeliophysics”
conference (Camporeale, 2022) as well as dedicated sessions
within other long-standing Space Physics conferences such as
CEDAR (Romick et al., 1987; McGranaghan et al., 2022, 2017),

GEM (Roederer, 1988; GEM, 2022), SHINE (Crooker, 2002;
SHINE, 2022), AMS, (2022) andAGU (Camporeale et al., 2022).

This widespread adoption of ML is not specific to
Heliophysics. Because of the unique characteristics involved,
many institutions are beginning to delineate specific and
separate expectations for the use and development of
machine learning applications. The European Commission
has released the high-level “Ethics guidelines for trustworthy
AI” in 2018 (European Commission, 2019) and the more
actionable “Assessment List for Trustworthy Artificial
Intelligence (ALTAI)” in 2020 (European Commision, 2021),
while in the United States the “Blueprint for an AI Bill of
Rights” was released in 2022 (White House Office of Science
and Technology Policy, 2022). NASA formulated its early
expectations in 2021 with the technical memorandum, “NASA
Framework for the Ethical Use of Artificial Intelligence (AI)”,
describing the principles to guide AI work and how each
applies to NASA work (Mclarney et al., 2021). The NASA
Science Mission Directorate has its own focused AI Initiative
(Bolles, 2022a) and in partnership with AGU is in the process
of developing a community-derived set of AI/ML standards
(AGU—NASA Ethics in AI/ML, 2022).

Furthermore, federal agencies such as NASA, NSF and
NOAA fall under the 2020 “Executive Order on Promoting
the Use of Trustworthy Artificial Intelligence in the Federal
Government” (Trump, 2020); the policies and frameworks being
issued by United States funding agencies and governmental
research programs will continue to evolve in order to align with
required directives. Our community needs to remain an engaged
contributor in the unfolding conversation about AI regulation.
However, an examination of infrastructure and support to enable
compliance with current trends is prudent.

3 Principles of ethical artificial
intelligence

An ethical AI system is one that acts as intended and adheres
to defined ethical guidelines that reflect the fundamental values
of an organization or entity. Responsible AI is complementary;
the steps taken to actually enable the design and implementation
of an ethical AI system. The guidance documents cited in
Section 2 are examples outlining the fundamental values of each
entity, with respect to AI. The Heliophysics community, in order
to responsibly deploy ML methods, will therefore need to be
aware of and carry out effective practices that produces work in
alignment with the desired principles.

While the various guidance documents have subtle
differences, they tend to focus on similar aspects. As an example,
Table 1 summarizes the six high-level principles outlined by
NASA (Mclarney et al., 2021): Fair, Explainable andTransparent,
Accountable, Secure and Safe, Human-Centric and Societally
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TABLE 1 Principles fromNASA Framework for the Ethical Use of Artificial Intelligence (AI).

Beneficial, and Scientifically and Technically Robust. Applied
to the discipline of Heliophysics, some of these principles hold
more relevance than others.

For instance, “Fair” would have high impact if developing
a recommender system for selecting potential employees but
seem to hold little significance when ML training data is not
human-based. However, this principle includes the concept of
mitigating data bias, which is an important aspect for all ML
projects. A system to predict solar flares would have limited
usefulness if a skewed data set led it to always predict a quiet
Sun. There are also efforts underway to automate knowledge
capture and inference within the field (connecting data, bodies
of work, and researchers) that will need to be carefully
engineered to avoid propagating existing systemic biases to a new
medium.

The principle of “Explainable and Transparent” is also
broadly applicable to most ML problems. While there is no
definitive answer for what it means for an AI application to
be explainable and transparent, the authors feel that this must
include the ability to describe at least some aspects of why a
model returns the results it does (for example, which features of
the data are most impactful to a classification.) It is an easy pitfall
for a researcher to apply an ML method and report results, with
little to no effort to illuminate the AI logic and decisions.

As our missions become more advanced, with longer data
latency or blackout periods, onboard decision making may take
advantage of the currently maturing research software trained
fromhistorical data.Withoutwell-defined oversightmechanisms

throughout the lifetime of this software it will be difficult for the
process to be “Accountable” at maturity.

The fourth principle of “Secure and Safe” seems the
most removed from direct implications to the Heliophysics
community. Ensuring that AI systems do no harm and
considering risk tradeoffs are considerations more geared
towards developing technologies such as autonomous vehicles.

The ideas behind “Human-Centric and Societally Beneficial”
are relevant to much work that focuses on forecasting space
weather events. As ML methods mature and are considered for
adoption into decision systems governing spacecraft or astronaut
health, it is important to be able to trust and validate these
methods.

Finally, to be “Scientifically and Technically Robust” is
another broad-reaching principle. An ML approach could run
afoul of this guideline in several ways. First, by blindly applying
a method without full understanding of its underlying theory;
many ML methods are meaningful only when certain statistical
conditions within their training data are met. Second, by
not meeting the criteria for robust testing due to limitations
preventing others from reproducing the work. Finally, by not
having the appropriate resources in place to have the method
adequately peer reviewed.

Of the five principles above that are most relevant to
Heliophysics, one centers on establishing governance. The other
four relate to ideas surrounding to the ability to trust, validate,
understand, and replicate methods; achievable only by having
direct access to the trained model.
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These principles, on the surface, express the same core values
desired in most general codes of ethics related to scientific
work and software development Gotterbarn et al. (1997).
The leadership for these entities, however, have deemed
that the distinction between traditional software methods
and AI is important enough to define ethics within this
context beyond what is already in place. Compared to
traditional methods, ML methods are inherently more black-
box and pose novel challenges to meeting these goals. In
traditional computational algorithms the step-by-step internal
logic and decision making can be concretely described,
examined, and in most cases evaluated to ensure that the
system is meeting specifications (Vogelsang and Borg, 2019;
Hutchinson et al., 2021; Serban et al., 2021). When decision
points are created by an algorithm iterating over large amounts
of input information, as with ML, the ability to understand the
resulting model is obscured.

4 Requirements for responsible use

Deliberately building in components to a model to make it
more interpretable by design and performing post-hoc analysis
on a trained model to explain its decisions, are useful approaches
to clarify understanding of ML models. While individual
developers can and should do their best to investigate their own
methods, to make this robust the community must be able to
perform their own, independent inquiries. Therefore, adhering
to the principles of the emerging Open Science initiatives, like
NASA’s Transform to Open Science (TOPS) (Bolles, 2022b),
will help address many aspects of the emerging AI guidelines
by enabling outside verification and evaluation. This move
towards open science is in no way specific only to ML, but
we are focusing only on its implications to ML because of the
AI/ML specific rules now in development. Exercises to explain
or quantify predictive behavior can be undertaken when the
trained machine learning model is publicly released. Providing
open-source code and sharing the model training datasets can
build trust in the method and allow confirmation that the data
is unbiased or that appropriate efforts to mitigate bias have
been undertaken. Providing all the above in a containerized
environment creates a strong basis for reproducible work
(The Turing Way Community, 2022).

Undertaking this approach to ensure transparency to the
community adds a necessary increase in both researcher
workload and infrastructural needs. No longer are high level
descriptions of methodology sufficient, and a working version
of research code is rarely releasable without specific intention
to do so. It takes time and effort to make code and datasets
releasable if we intend for them to actually be useful to
an independent investigator. Clear documentation and usage
instructions need to be in place, as well as explanations

of working assumptions and known and unknown biases
(Lee, 2018; Serban et al., 2021). Depending on the products
used and one’s experience, containerization could encompass a
steep learning curve. Ensuring replicable work across different
computing platforms requires researchers and independent
investigators have access to hardware of various architectures
and performance levels. While not exhaustive, this list provides
a flavor for the type of efforts and systems required for more
transparency. As an illustrative example of the distance we have
ahead of us to meet transparency goals, a search of the Journal
of Geophysical Research: Space Physics between October 2021
and September 2022 returns 22 articles that mention “machine
learning” (American Geophysical Union, 2022). One of these
articles was a review type and wouldn’t be expected to provide
software. Of the remaining 21 articles, only five include public
access to software or source code used to generate the paper
results.

For this to be accomplished, sustained and coordinated
support from affiliated agencies is needed. The Heliophysics
community needs clear and straightforward pathways in
place for all members. Currently, there is a high discrepancy
between allowed and accessible code sharing methods between
institutions. While many adopt industry-wide standard
platforms, they are often deployed in a protected and non-public
environment and may incur additional costs. These barriers
make software collaboration across institutions difficult. In
some institutions, the default posture is that all source code
is protected, and special approval must be granted to share it
publicly or even with collaborators outside the organization. In
many cases, such approval processes are obscure or unreasonably
burdensome when applied to scientific software.

Additionally, the existing level of review and governance
of AI/ML work within Heliophysics is ambiguous. There are
no generally accepted standards for how to go about ensuring
adherence to best practices. Journals, already strapped for
reviewers, find it difficult to cover the burgeoning number of ML
papers with someone knowledgeable enough in both the science
and computer science to properly vet the work. Once work has
been done and published, possibly with the software released, the
expectations for maintenance are unclear.

5 Discussion and suggested
recommendations

Mandating guidelines is not sufficient for creating an open
and responsible research community. Environments and culture
must be cultivated to make adoption of such mandates feasible.
As a perspective on a path forward, here we offer several
recommendations for institutions and the community at large
to promote and encourage the adoption of responsible machine
learning research practices. These are by design general and not
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meant to be proscriptive but instead to be touchpoints in strategic
planning discussions.

5.1 Streamlining open science and
establishing preferred platforms

As many institutions are now implementing open
science requirements and will soon enforce open
release of data and source codes (Burrell et al., 2018;
Chen et al., 2018; National Academies of Sciences, Engineering,
and Medicine, 2018; Barnes et al., 2020; Bolles, 2022b;
European Commission, 2022), there must be a recognition that
institutions should also facilitate and streamline this process.
This includes funding for the time and effort to make them
suitable for the general community to use, providing or funding
platforms for such release, and streamlining and supporting
the process for open release without difficult bureaucracy.
Although some data and codes must necessarily be limited due
to trafficking and export control restrictions, this should not be
the assumption by default for scientific analysis work. In fact, the
default should be that data and codes are open, with government
and other entities working to ensure code development and
data/data processing are open processes for all. Scientific codes
should have a streamlined process separate from engineering-
related or operations codes with minimal bureaucratic
overhead.

Consideration for the initial public release effort and an early
maintenance period should also be included in grant funding
for scientific research. In particular, costs and permissions
associated with hosting platforms should be an expected part of
doing business, similar to institution-provided phone or internet
service. Institutions should provide and pay for general access to
a variety of computing systems and hosting services, committing
to and streamlining public release of scientific software used in
published research.

To aid institutions in formulating the most effective support
to fund these open practices, a limited number of platforms
should be identified by the community as preferred. These
platforms can be used for code sharing and collaboration as well
as host citable archives for released code and ML-ready datasets.
Currently, popular platforms include GitHub and GitLab (for
sharing and collaboration), and Zenodo (for data hosting). Care
should be taken to ensure that archives be hosted and stored on
public servers and not with privately-owned companies and that
access is free to the user and contributors.

As part of open release of code, there should be processes to
aid in the reproduction of results. Since many libraries in data
science and ML are open source, they are frequently updated;
therefore, separate platforms may have different combinations
of library versions even if running the same code. One way
to standardize this is to use containers, such as Docker or
Podman. Compatibility, portability, and supportability should

all be considered when recommending preferred containers
(Anand, 2021).

Once recommendations for platforms are established, the
community and institutions can facilitate training that is targeted
to these tools and within the typical workflow of this community.
Support for these platforms should bemanaged as a public utility
and supported at the institution level, not from the individual
projects.

5.2 Supporting methodological work in
addition to novel research

While novel scientific results published in a peer reviewed
journal is certainly an attainable goal of many investigations
using these modern methods, equally worthwhile are works
centered on examining new and varied methods applied to
previously examined science questions. As the Heliophysics
community works to build trust in and understanding of how
and where ML methods are most appropriately used, it is
imperative that these sorts of applications happen frequently.
Additionally, when ML methods are applied to a problem and
do not perform well or when we determine whether we are
able to replicate results in a different environment or with
a similar but distinct dataset, this is valuable information
that can be leveraged for future breakthrough science. See
Open Science Collaboration (2022) for a deeper discussion on
replicability.

At present, much of this work is dubiously labeled original
research when published, or it is rejected entirely due to lack of
“novelty”. Thus, we need to build value around this distinct class
of paper, perhaps called a technical report, that adds depth and
breadth to our understanding of advanced analytics as applied
to Heliophysics without necessarily advancing the science of
Heliophysics itself.Thismay include negative results or failures to
reproduce previously-published results. Building this value will
require a cultural change away from the normative behavior in
science that raises personal recognition above all else.

Technical reports also serve an important role in establishing
trust and dependability for machine learning methods. This is
especially important as new data science techniques, structures,
and algorithms are developed and iterated upon. If multiple
ML methods applied to identical data produce (nearly) identical
results, then this establishes the trustworthiness and robustness
of the original result. There are multitudinous combinations
of possible ML architectures and methodologies which can be
applied to Heliophysics problems, but there are not nearly as
many reviewers. Technical reports provide an outlet for this
work.

Scientific journals should therefore support peer-reviewed
“Methods” or “Technical Reports” articles if they do not
already. Furthermore, researchers should publish their work,
including the publication of negative results, under its most
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appropriate article type. To promote the cultural acceptance
and adoption of technical reports, funding agencies should
offer opportunities to perform replicability studies and/or “re-
testing” studies in which alternative methods are employed for
previously published problems. Finally, some results may require
significant computing time for recalculation. Institutions may
wish to provide computational resources to aid in this.

5.3 Envisioning and implementing
governance

Most science communities overlook the importance of
governance, so education around the subject is needed. To
develop a literacy for governance and the role it will play
in science, the Heliophysics community should interface
with existing AI/ML associations outside of Heliophysics to
learn about AI/ML governance strategies. Communities such
as the Stanford Artificial Intelligence Laboratory (2022), the
Institute for the Future (2022), and The Alan Turing Institute 
(2022) have already made significant progress along this path
(Cline et al., 2022) and we should learn from their lead about
how to use these technologies responsibly. This may include
lessons on expanding the covered domains of research teams
and educational programs; how models are best maintained;
setting up a framework for community evaluation of models; as
well as best practices for journals that encourage responsible use
and provide standards for robust peer review of publications that
use AI/ML.

As a first step, Heliophysics researchers can join
these communities. Heliophysics will not solve these
problems on our own, but we can better connect to the
groups creating the solutions and develop relationships
whereby we can tailor those general solutions to the
Heliophysics context. The Heliophysics community should
also examine sets of principles for governance, including
“Generalizing the Core Design Principles for the Efficacy
of Groups” (Wilson et al., 2013), the “CSCCE Community
Participation Model” (Center for Scientific Collaboration and
Community Engagement, 2022), and pages 21–29 of “The
Reproducibility Project” (Open Science Collaboration, 2022).

Only after we have done the work of connecting and
examining shall we come to the question of implementation.This
paper will not provide an answer on that front, but strongly urges
a community driven approach to determining governance goals
and implementation strategies.

6 Conclusion

Machine learning and other advanced data analysis
techniques promise great advancements in scientific

understanding. However, it is essential that one works to explain
how and why and does not simply trust a black-box model
output. Additionally, the global community has realized that
such methods can have significant effects, possibly deleterious,
on broader society; they must be responsibly used.

Towards these ends, there has been a great push towards
making both data and scientific code FAIR [findable, accessible,
interoperable, reusable; Wilkinson et al. (2016)] and open
source, as well as defining specific expectations for the use of
AI and ML [e.g. Mclarney et al. (2021)]. Although the societal
impacts from research code aremuch less than fromother sectors
employingML, the scientific community nonetheless is subject to
the expanding sets of regulations surrounding its use. However,
simply mandating that researchers be “ethical” and “open” is not
sufficient. A public community built around responsible use of
ML needs institutional and structural support beyond simply
receiving research funds.

We have detailed here several additional burdens that
researchers face when adhering to new ethical principles:

• Scientific products require additional time and effort to be
made publicly accessible and useable.
• Bureaucratic issues and other lacks of institutional support

impede, delay, and disincentivize public release.
• The emphasis on “novelty” in scientific journals

disincentivizes ensuring reproducibility in scientific results.
• This emphasis also hinders experimentation with using new

architectures to investigate previously-answered problems,
making it difficult to establish the trustworthiness and
robustness of ML methods.

These burdens are not insurmountable, but research-
funding institutions must be cognizant that grants should also
provide support for time and effort to satisfy ethical and
open science requirements. In addition, institutions must also
provide structural and policy support to streamline these efforts
and encourage adoption. Some of our recommendations to
accomplish these goals include:

• Establish community-wide, preferred platforms for sharing
data and scientific code. Fund them as basic utilities and give
scientists easy access.
• Add additional funding to grants to cover the effort required

to follow newly-mandated open science requirements.
• Provide computing resources and fund projects to aid

in reproducing results from published papers, possibly
using alternative architectures and methods. The resulting
“technical reports” will help to establish reliability and trust
of ML-derived scientific results.
• Learn governance strategies and best practices from existing

AI/ML communities; tweak as needed for Heliophysics
applications.
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The Future of Space Physics will rely on these advanced
analytical methods and will need to live in the space constrained
by evolving standards. At all levels we need to remain aware and
forward thinking to put into place the infrastructure and culture
needed for success.
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