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Explainable Artificial Intelligence (XAI) aims to provide insights into the inner
workings and the outputs of AI systems. Recently, there’s been growing
recognition that explainability is inherently human-centric, tied to how people
perceive explanations. Despite this, there is no consensus in the research
community on whether user evaluation is crucial in XAI, and if so, what exactly
needs to be evaluated and how. This systematic literature review addresses
this gap by providing a detailed overview of the current state of a�airs in
human-centered XAI evaluation. We reviewed 73 papers across various domains
where XAI was evaluated with users. These studies assessed what makes an
explanation “good” from a user’s perspective, i.e., what makes an explanation
meaningful to a user of an AI system.We identified 30 components ofmeaningful
explanations that were evaluated in the reviewed papers and categorized
them into a taxonomy of human-centered XAI evaluation, based on: (a) the
contextualized quality of the explanation, (b) the contribution of the explanation
to human-AI interaction, and (c) the contribution of the explanation to human-
AI performance. Our analysis also revealed a lack of standardization in the
methodologies applied in XAI user studies, with only 19 of the 73 papers
applying an evaluation framework used by at least one other study in the sample.
These inconsistencies hinder cross-study comparisons and broader insights. Our
findings contribute to understanding what makes explanations meaningful to
users and how tomeasure this, guiding the XAI community toward amore unified
approach in human-centered explainability.

KEYWORDS

explainable AI, XAI, human-centered evaluation, meaningful explanations, XAI

evaluation, systematic review, human-AI interaction, human-AI performance

1 Introduction

The past decade has shown an exponential growth of Artificial Intelligence
(AI) across all sectors of society, including healthcare, finance, and education.
In many sectors, high-risk decision-making tasks are readily available, such as
medical diagnosis or credit scoring, in which the outcomes could have severe
consequences for individuals (Ngai et al., 2011; Bright et al., 2012; Antoniadi et al.,
2021; Umbrello and Yampolskiy, 2022; Souza and Leung, 2021). Due to these
consequences, integration of an AI-based system into a decision-making process
requires understanding how it reaches a certain prediction or recommendation.
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Broadly speaking, there are two types of AI models: black-box
models and white-boxmodels.White-boxmodels are characterized
by their transparency and interpretability. Users can inspect the
white-box model’s internal mechanisms and comprehend the
rationale behind its predictions. Black-box models, on the other
hand, refer to algorithms or systems in which the internal workings
and processes are opaque and not (easily) interpretable.

Due to their complexity and non-linearity, black-box models
usually offer superior predictive performance over white box-
box models, making them an attractive choice in the current
AI landscape. However, they pose challenges in terms of
interpretability, accountability, and trust (Rai, 2020; Diakopoulos,
2014). Responsible integration of black-box models into decision-
making processes necessitates some level of transparency regarding
their reasoning and workings, for a few reasons. First, it is
needed for regulatory compliance; for example the European
Union General Data Protection Regulation (GDPR) requires that
“meaningful information about the logic involved” is provided to
people who are affected by automated decision-making systems
(Article 13). Second, black-box models might exhibit biases or
make decisions based on irrelevant or spurious correlations in
the data, leading to unintended consequences or ethical concerns.
Third, successful adoption of a model by the intended users
requires that they comprehend and trust the model’s decisions. In
response to these needs, Explainable Artificial Intelligence (XAI)
has emerged to provide insights into the inner workings of (opaque)
AI systems.

The foundational work in XAI focused predominantly on the
technical aspects of generating explanations of black-box models.
Evaluation of XAI focused mainly on the objective quality of the
generated explanations, for example their correctness (whether
they faithfully describe the workings of the black-box model) and
completeness (how much of the black-box behavior they describe).
This aspect of XAI evaluation can be viewed as computer-centered

(Lopes et al., 2022), and can be associated with the perspective of
the system’s developers, who need to “look at a given explanation

and make an a priori (or decontextualized) judgment as to whether

or not it is good” (Hoffman et al., 2023).1

However, in recent years, a growing recognition has emerged
that explainability is an inherently human-centric property (Miller,
2019; Liao et al., 2020), which “lies in the perception and reception

of the person receiving the explanation” (Liao and Varshney, 2021).
That an explanation is a priori “good” (correct, complete, etc.) is
not sufficient to make it effective, beneficial, or meaningful for
the person interacting with the AI system; there are additional,
human-centered components of explanation quality, which are
essential to achieve goals like understanding, trust or good decision
making. We refer to these human-centered aspects as “explanation
meaningfulness.”

The shift toward a human-centered approach transformed XAI
from a mostly technology driven field into a multidisciplinary
research effort (Mohseni et al., 2021; Lopes et al., 2022). XAI

1 There is no consensus regarding the exact components of this

decontextualized “explanation goodness”; the crucial point is that whether

an explanation is “good” is determined without involving the users of the AI

system.

research from a machine learning perspective focuses on the
technical challenges of generating explanations of black-box
models (or alternatively, designing high-performing inherently
interpretable models) (e.g., Loyola-Gonzalez, 2019). XAI research
in human-computer interaction (HCI) focuses on identifying and
addressing the needs of the users who interact with the system
and the explanations (e.g., Haque et al., 2023; Liao and Varshney,
2021; Ferreira and Monteiro, 2020). XAI from the cognitive
science perspective examines how personality traits and cognitive
biases affect the processing of explanations and their effectiveness
(e.g., Bertrand et al., 2022). XAI research from the social science
perspective looks into how people explain to each other and
what social expectations might be involved in the processing of
explanations (e.g., Borrego-Díaz and Galán-Páez, 2022).

This multidisciplinarity contributes to a rich and nuanced
exploration of XAI, which does justice to the complexity of the
topic. However, it also brings about considerable challenges. One
of the challenges is the lack of consensus within the research
community regarding the evaluation of XAI (Lopes et al., 2022).
First, despite the wide recognition that explainability serves a user
need, empirical evaluation with users is not yet a standard practice
(Anjomshoae et al., 2019; Nauta et al., 2023). Second, there is no
consensus about which properties need to be evaluated to make
sure that an explanation is meaningful to users, i.e. what are the
specific components of human-centered explanation quality. Third,
there are no standardized evaluation frameworks and procedures,
which makes it difficult to interpret and compare results from
different studies and build on previous body of knowledge. In other
words, consensus is lacking regarding whether human-centered
evaluation is a crucial component of XAI evaluation; and if so,
what needs to be evaluated, and how it needs to be evaluated.
Several recent studies addressed this gap by creating taxonomies
of XAI evaluation based on systematic literature reviews (Mohseni
et al., 2021; Vilone and Longo, 2021; Lopes et al., 2022; Jung et al.,
2023; Nauta et al., 2023); our work builds upon and further extends
these efforts.

We review 73 papers from different domains, which evaluate
various aspects of what makes an explanation meaningful to a
user interacting with an AI system. We provide a comprehensive
overview of the evaluation methodology applied in these user
studies; this allows us to identify what the XAI research community
considers as the components of a meaningful explanation. In
other words, this literature study addresses the research question:
“How is the meaningfulness of XAI explanations evaluated in

user studies?”; the sub-questions are: (a) what aspects of human-
centered explanation quality are evaluated in XAI user studies
(evaluation measures), and (b) how are these aspects evaluated
(evaluation procedures). Based on this analysis, we propose a new
taxonomy of human-centered XAI evaluation, which categorizes
the identified evaluation measures along three dimensions: (a) the
contextualized quality of the explanation, (b) the contribution of
the explanation to human-AI interaction, and (c) the contribution
of the explanation to human-AI performance.

The contribution of this review is threefold. First, to the
best of our knowledge, we provide the most detailed overview
of the human-centered evaluation measures that are currently
in-use in the XAI research community. This elaborate analysis
emphasizes the fact that there are many different components that
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make an explanation meaningful to a user interacting with an AI
system. It also highlights the lack of consensus in the research
community regarding both the components and the terminology
used to refer to them, which results in a multitude of partially
overlapping constructs. Second, our proposed taxonomy offers
a novel way of organizing human-centered evaluation measures,
which highlights that meaningful explainability hinges not only
on the quality of the explanation itself, but also on the role
it plays in human-AI interaction and human-AI performance.
This categorization scheme makes the main concepts of human-
centered XAI more accessible for future research, which can
help both with identifying gaps and with standardization of
terminology. Third, this paper provides an overview of the existing
standard frameworks (questionnaires, indices, scales) that are used
to evaluate explanations in user studies. We observe that the
majority of the studies create their own methodology, tailored to
their specific use case; moreover, even in the few cases where the
same framework is used, there is variation across the studies in
how the evaluation procedure is applied. This lack of standard
evaluation methodology makes it difficult to compare between
studies and potentially discover insights and patterns beyond
specific use cases. By making these inconsistencies explicit, this
review can aid the XAI research community in making the
necessary next steps toward a more unified approach, which
can lead to a deeper level in the exploration of human-centered
explainability.

The structure of this paper is as follows. In Section 2, we
provide an overview of existing taxonomies of XAI evaluation
to contextualize our research. Section 3 details the methodology
employed in this literature study. In Section 4, we present the
main findings: Section 4.1 reports selected statistics on the included
papers; Section 4.2 introduces the 30 identified evaluationmeasures
and the proposed taxonomy, and examines how our taxonomy
relates to existing XAI evaluation frameworks; Section 4.3 discusses
the evaluation procedures applied in the reviewed papers. Finally,
Section 5 offers a comprehensive discussion of the findings.

2 Related work

One of the challenges that the field of XAI currently faces is the
lack of consensus regarding the properties that make explanations
“good” (in an a priori, decontextualized sense) and “meaningful”
(to users, in the context of use), as well as lack of standardization
in the evaluation methods that are applied to measure these
properties. This has been observed in a few recent reviews,
including Lopes et al. (2022) andNauta et al. (2023). The first step in
addressing this challenge is to inventorize the evaluation properties
and methods that are already in use by the research community,
and organize them in a conceptual framework, i.e., a taxonomy.
A taxonomy provides a structure for organizing existing and new
concepts, thus making them more accessible and facilitating the
creation of a common terminology within the research domain.

This approach is applied in this work as well; we inventorize the
existing evaluation measures for human-centered XAI evaluation
and organize them into a taxonomy. Our work extends existing
similar efforts, complementing them in some ways and diverging
from them in others. In order to contextualize our contribution,

this section discusses some prominent existing taxonomies for XAI
evaluation that have been proposed in the literature, specifically by
Doshi-Velez and Kim (2018), Hoffman et al. (2018, 2023), Zhou
et al. (2021), Vilone and Longo (2021), Mohseni et al. (2021), Lopes
et al. (2022), and Nauta et al. (2023).

In all the discussed XAI evaluation taxonomies, the high-
level distinction that is used (explicitly or implicitly) is between
human-centered evaluation with users and computer-centered

evaluation, which is conducted without human participants.
This is shown in Figure 1, where the main (high-level)
categories of each taxonomy are presented. Beyond this
high-level categorization, some taxonomies focus on various
additional aspects of the evaluation. Doshi-Velez and Kim
(2018) propose a three-fold categorization scheme which is
based on the type of task and the type of user involved. In their
taxonomy, functionally-grounded evaluation does not involve
experiments with human participants, human-grounded evaluation

involves a simplified task with lay people as participants, and
application-grounded evaluation involves experiments with a
real task/application and the intended users of the application
as participants.

Mohseni et al. (2021) proposes a different categorization of
users: AI novices (users of AI systems who have little expertise in
machine learning), data experts (domain experts who use machine
learning for analysis, decision making, or research), and AI experts
(machine learning scientists and engineers who design AI systems).
Each of these groups is associated with different goals that need to
be taken into account when designing an XAI system.

Focusing on human-centered evaluation, Zhou et al. (2021)
extend the categorization further by distinguishing between two
types of metrics: subjective metrics, which focus on the perception
of the users (e.g. trust, satisfaction, preference, confidence, etc.), and
objective metrics, in which task-related, physiological or behavioral
indicators of the users are measured (e.g. time spent on task,
accuracy of predicting the model’s output, galvanic skin response,
gaze fixation, percentage of response-switching to match the
model’s recommendation, etc.). Vilone and Longo (2021), on the
other hand, focus on the distinction between qualitative metrics

(such as open-ended questions) and quantitative metrics (such
as ratings).

Nauta et al. (2023) also distinguishes between quantitative
and qualitative evaluation. Their main focus is on functionally-
grounded evaluation, without users. They call for integration
of objective and quantitative evaluation metrics “as optimization

criteria during model training in order to optimize for accuracy and

interpretability simultaneously” (Nauta et al., 2023).2

In addition to the high-level categorization shown in Figure 1,
each of the taxonomies further goes into categorization of specific
evaluated properties (e.g. trust, satisfaction); this is discussed in
detail in Section 4.2.3.

2 Note that in computer-centered evaluation (which is the focus of Nauta

et al., 2023), quantitative metrics are necessarily objective, but in human-

centered evaluation, quantitative metrics can be both objective (e.g. time

spent on task) and subjective (e.g. ratings).
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FIGURE 1

The high-level categories in existing taxonomies for XAI evaluation. Doshi-Velez and Kim (2018), Ho�man et al. (2018, 2023), and Lopes et al. (2022)
discuss both evaluation with users (green) and without users (orange); Nauta et al. (2023) focus on evaluation without users (orange); Zhou et al.
(2021), Vilone and Longo (2021), and Mohseni et al. (2021) focus on evaluation with users (green).
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3 Methodology

This literature study addresses the research question: “How is

the meaningfulness of XAI explanations evaluated in user studies?”.
To achieve this, we systematically identified studies that evaluate
XAI with users, and extracted detailed information about the
evaluation methodology applied in them. The method applied for
identification, selection and analysis of relevant papers is described
in the next sections.

3.1 Literature search

The goal of the search was to systematically identify studies
that evaluate XAI with users, i.e., human-centered XAI evaluation.
Finding the right keywords to capture this subset of XAI literature
was not straightforward and required a few iterations of trial
and optimization. Some keywords that we tried, e.g. users,
proved to be too restrictive and were therefore removed from
the search string. Other keywords, e.g. evaluation, proved
to be too broad. The final search string that we arrived at
after several iterations contained two elements: (1) a mention
in the abstract of XAI, explainable AI, explainable
artificial intelligence, or explainable machine

learning, and (2) a mention in the abstract of words related
to human perception of explanations: meaningful, trust*,
understandable or interpretable. The human-centered
keywords were found through an iterative process of identifying
relevant papers and searching which words in their abstracts
indicated specifically toward evaluation with users.

Our goal was to provide a broad overview, not restricted
to specific disciplines; even though the content and context
of explanations might vary significantly per domain, evaluation
measures and methods are not domain-specific (e.g., whether
an explanation is experienced by users as understandable or
trustworthy is relevant across disciplines). Therefore, we searched
in: ACM Digital Library, Scopus, Web of Science, IEEE Xplore
and PubMed. In each database, the search was restricted to peer-
reviewed publication types; in addition, the search was limited to
studies in English, published after the year 2000. The exact query is
shown in Figure 2.

The search in all databases was performed in November 2023
and resulted in a total of 3,103 papers (ACM: 297; Scopus: 1,501;
WoS: 614; IEEE: 381; PubMed: 310). After removing the duplicates,
1,655 papers remained.

3.2 Selection process

The selection of the papers was performed in three rounds: (1)
abstract screening, (2) full text screening, and (3) full text review.
The PRISMA information flow diagram of the whole process is
presented in Figure 3.

Papers that fulfilled one of the following exclusion criteria were
excluded (the labels in parentheses are the ones shown in Figure 3):

Exclusion criteria:

• Theoretical paper/literature study/review/etc.
(“background”).

• No evaluation with users (“no user eval”).
• Image data; explanations in the form of heatmaps etc.

(“image”).
• Agent explaining its actions/failures (“robot/chatbot”).
• Evaluation with one participant (“one participant”).
• Evaluation of explanations in a single condition (no baseline).

(“one condition”).
• Not about Explainable AI (“not XAI”).
• Wrong publication type, e.g. letter, editorial (“wrong

publication type”).
• Another paper describing the same user study is already

included (“same study”).

In the first stage, we read all the abstracts (n = 1,655) and
excluded those which fulfilled one of the exclusion criteria. This was
performed by two researchers in a double-blindedmanner (all three
authors were involved in several duo compositions); discrepancies
were periodically discussed and resolved with a third reviewer that
was not part of the original duo reviewing the paper. In the second
stage, the full texts of the remaining papers were retrieved (n =
885); two double-blinded researchers scanned the papers, focusing
specifically on the methodology section, and checking whether
evaluation with users was part of the study. In the third stage,
the remaining papers (n = 149) were reviewed in detail for data
extraction; each paper was reviewed by one researcher only, but
excluded papers were discussed with a second researcher. In case
the reviewers did not arrive at the same decision, a third reviewer
made the final decision.

The selection process resulted in 73 papers which fulfill the
following inclusion criteria:

Inclusion criteria:

• Studies that involve a decision support AI system,
which provides recommendations/predictions and
explanations.

• The research includes evaluation of the explanations with a
user study.

• The user study includes more than one participant.
• The user study compares between at least two conditions

(explanation vs. no explanation, alternative explanation types,
or alternative explanation formats).

The choices regarding the inclusion and exclusion criteria
were guided by various considerations. First, we only included
studies that compare between at least two conditions; this was
due to the fact that in the broader context of the project
of which this literature study is a part, we were interested
in finding patterns regarding user preferences toward specific
types and/or formats of explanations. Second, we only included
studies with systems based on tabular and textual input data; we
excluded studies that focus on image data or on autonomous
agents (robot/chatbot) that explain their actions/failures. This
was primarily a scoping consideration; systems based on image
data and autonomous agents have distinct explanation formats
and explainability objectives, therefore it seems reasonable to
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FIGURE 2

Search query for the systematic literature review.

FIGURE 3

PRISMA flow diagram.

treat them separately in future work. Third, we included studies
where the AI system and/or the XAI system are a mock-
up rather than a real algorithm (the so-called Wizard of

Oz experiment), since such studies can still provide insights
about user preferences, even if these explanations are not
automatically generated.

3.3 Data extraction and analysis

After full text screening, the 73 included papers were
labeled according to pre-defined categories, as shown in Figure 4.
From each paper, we extracted detailed information about the
characteristics of the AI system, the XAI method, and the user
study. These categories and labels are mainly based on taxonomies
in other XAI reviews (e.g., Nauta et al., 2023; Chromik and
Schuessler, 2020), and adapted to what was actually observed in our
set of included papers.

3.3.1 Labeling scheme of AI systems
For the AI application/system (Figure 4A), we extracted the

domain (e.g., healthcare, finance), the type of algorithm used (e.g.,
SVM, neural network), the type of input data (e.g., tabular, text),
the type of task (e.g., classification, regression), and whether the
application is real-world or playground. The latter distinction refers
to whether the AI system addresses a real-world problem, or rather
the task itself is of little importance and the focus of the research
is on user behavior, for example preference toward one type of
explanation rather than another.3

3.3.2 Labeling scheme of XAI methods
For the XAI method (Figure 4B), we extracted the scope of the

provided explanations, distinguishing between local explanations,
which clarify individual predictions, and global explanations, which
offer insights into the model’s overall behavior. We also considered
the explainability stage, differentiating between methods that are
interpretable by-design (inherently interpretable models) and those
that are post-hoc (applied after model training to interpret complex
models). Additionally, we evaluated the specificity of the XAI
method, identifying whether it is model-agnostic (applicable to any
model) or model-specific (tailored to particular model types). For
more details about the dichotomies described above, the reader is
referred to Linardatos et al. (2020).

The type of the explanations was also labeled; the types we
observed include feature importance (highlighting key features

3 Examples of common playground applications are house price

predictions based on the Boston Housing dataset, recidivism prediction

based on the COMPAS dataset, or income prediction based on the Census

Income dataset.
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FIGURE 4

The labeling scheme used for data extraction. (A) Labeling scheme
of AI systems. (B) Labeling scheme of XAI methods. (C) Labeling
scheme of user studies.

influencing predictions), dependence plots (showing relations
or interactions between features), similar examples (comparing
similar instances with the same prediction), contrastive examples
(similar examples with a different prediction), counterfactuals
(showing minimal changes needed to alter outcomes), rule-
based explanations (providing human-readable rules), model
specifications (explaining model workings or providing
performance metrics), and data specifications (information about
the training data). Finally, we noted whether the user can interact
with the explanation, for example by requestingmore or less details.

3.3.3 Labeling scheme of user studies
For the user studies (Figure 4C), we extracted:

• Information about the study design, including the setup
(between-subjects or within-subjects), and the compared
conditions (explanation vs. no explanation, alternative
explanation types, alternative explanation formats);

• Information about the participants, including their number
and type (see below);

• Information about the evaluation methodology: type of
evaluation (human-grounded or application-grounded; based
on Doshi-Velez and Kim, 2018, see also Section 2), the
evaluated property (e.g., the user’s trust in the AI system),
the metric used (e.g., ratings), and the results (which
condition was preferred; e.g., users rated feature importance
explanations as more trustworthy than similar examples).

For participants’ type, we distinguish between end-users and not
end-users. With the term end-user we refer to a person who uses
the AI system, i.e. interacts directly with its outputs as part of a
decision making process and needs to validate the AI reasoning.
This does not include other stakeholders of XAI (mentioned in
e.g. Meske et al., 2022), like the people affected by AI-based
decisions, the people responsible for compliance of AI systems
in the organization, AI regulators, and AI developers.4 When the
participants of the user study are the intended users of the AI
system, they are considered end-users; those end-users can be
expert end-users (for example, doctors testing a clinical decision
support system) or lay end-users (for example, social media users
testing a fake news detection system). On the other hand, when
the participants of the user study are not the intended users of
the AI system, they are categorized as not end-users (for example,
laypersons testing a clinical decision support system).

4 Results

In this section, we present our main findings regarding
the research question “How is the meaningfulness of

4 It should be noted that the terminology di�ers from paper to paper; for

example, Laato et al. (2022) uses end-users to refer both to the people who

use the AI system and to the people a�ected by AI-based decisions, but this

is not the definition adopted here.
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XAI explanations evaluated in user studies?”. Two topics
are addressed:

• What components of meaningfulness are evaluated in the

user studies? In Section 4.2, we present the 30 components of
a meaningful explanation that were identified in the papers.
We organize the components into a taxonomy of human-
centered XAI evaluation, along three dimensions: the in-

context quality of the explanation, the contribution of the

explanation to human-AI interaction, and the contribution of

the explanation to human-AI performance. We show which
dimensions and components are most commonly evaluated
in the set of papers we analyzed. Finally, we describe how the
taxonomy relates to existing frameworks for XAI evaluation.

• How are the components of meaningfulness evaluated? In
Section 4.3, we discuss the evaluation methodologies applied
in the set of papers, and show that currently there is no
standardized approach to XAI evaluation with end-users.

In order to contextualize these findings, we first present
statistics about the papers included in the set (Section 4.1): the
publication year, the application domain, the types of explanations
discussed, and the type and number of participants in the described
user studies.

4.1 Descriptive statistics

4.1.1 Publication year
Table 1 shows the distribution by publication year of all the

papers found by our query (after deduplication, N = 1,655), and
the included papers (N = 73). As evident from the table, there are
few papers matching the query that were published before 2018
(three out of 1,655). None of these papers ended up in the included
set. From 2018 onwards, we observe a consistent increase in the
number of papers matching the query; however, the majority of
the included papers (68 out of 73; 93%) were published in 2021
onwards. This suggests that even though the field of XAI has
been on a constant rise since 2018, the evaluation of explanations
through user studies (human-centered evaluation) is a relatively
recent development in the field.

4.1.2 Application domain
Figure 5 shows the distribution of the included papers by

application domain, and the proportion of human-grounded
vs. application-grounded evaluations in each domain. The most
common domains in the sample are healthcare (16 papers) and
education (nine papers). In these domains, most of the user studies
are performed in an application-grounded setting, i.e. with a real
task and the intended end-users of the application (healthcare: 12
out of 16 papers, education: eight out of nine papers). However, in
the overall set, only half of the studies (36 out of 73) are performed
in an application-grounded setting; the other half is evaluated with
lay people, and involves either a simplified task or a playground
application (for which there are no real intended users).

TABLE 1 Distribution by publication year of the initially identified papers

and the included papers (query date: 16-Nov-2023).

Year N identified
papers

N included
papers

2005–2017 3 0

2018 35 0

2019 58 1

2020 138 4

2021 291 20

2022 493 20

2023 (Jan–Nov) 637 28

Total 1,655 73

4.1.3 Explanation scope and type
The majority of the included studies (51 out of 73; 70%) focus

on local explanations, i.e. those that explain an individual instance
of the model’s output (prediction/recommendation), rather than
the entire model/system. There are only seven studies (10%) that
focus on global explanations, and 15 studies (21%) that consider
both local and global explanations.

In terms of specific explanation types, feature importance

is the most commonly used explanation in the set (discussed
in 44 out of the 73 papers; 60%), followed by rule-based
explanations, which are discussed in 20 out of the 73 papers
(27%) (if we include mock-up rule-based explanations in the
count, it is 30 out of 73 papers; 41%). Additional details
about the distribution of explanation types in the analyzed
set of papers (including a full list of which explanation
types are discussed in which paper) can be found in the
Supplementary material.

4.1.4 Participants
Table 2 shows information about the type and number of

participants in the 77 user studies described in the 73 papers
in our set. 26 out of the 77 user studies (34%) were conducted
with expert end-users, such as healthcare professionals, teachers,
law enforcement officers, etc. 18 out of the 77 user studies
(23%) were conducted with lay end-users (non-professionals
who are the intended users of the application), such as online
chess players, social media users, patients, etc. 33 out of the
77 user studies (43%) were conducted with lay people who are
not the intended end-users of the application; usually, these
are participants recruited through the various online crowd-
sourcing platforms.

In terms of number of participants, user studies with experts
usually have fewer participants; the mean in our sample is 24
participants per study, the minimum is two participants, and the
maximum is 124 participants. Studies with lay people tend to
be bigger; the mean for lay end-users is 141 per study (with a
maximum of 500), and the mean for non-end-users is 165 per study
(with a maximum of 1,343).
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FIGURE 5

Distribution of papers by application domain and type user study.

TABLE 2 Number of participants (mean, min, max) and number of studies per participant type.

Type participant n user studies nmean participants nmin participants nmax participants

End-user: Expert 26 24 2 124

End-user: Layperson 18 141 11 500

Not end-user 33 165 5 1343

4.2 The components of meaningfulness
evaluated in user studies

In this section we present the findings regarding the
components of a meaningful explanation, based on analysis of the
evaluation methodology in the set of included papers. First, we
show the taxonomy of human-centered evaluation of XAI, which
we constructed based on the 30 components of meaningfulness
found in the set of papers (Section 4.2.1). Next, the distribution of
the components in the papers is presented (Section 4.2.2). Finally,
we relate and map our proposed taxonomy to existing frameworks
of XAI evaluation (Section 4.2.3).

4.2.1 Taxonomy of human-centered evaluation
of XAI

From the set of 73 included papers, we systematically collected
30 properties that were evaluated in the user studies. These
properties were then grouped into a taxonomy for human-centered
evaluation of XAI, shown in Figure 6.

The highest-level category in our taxonomy addresses the
question: What is a good explanation of an AI system?. This
involves two aspects: the quality of the explanation itself (whether
it is correct, complete, understandable, actionable, etc.), and the
contribution of the explanation to the users’ experience of

using the AI system (e.g., whether the explanation improves the

user’s understanding of the AI system, or contributes to a better
performance on the task at hand).

The quality of explanations is further categorized into two
types. The first one is the a priori, decontextualized explanation

quality, which is evaluated by the system developers prior to the
introduction of the system into the intended context of use; this
includes, for example, evaluation of the explanation’s objective
correctness (i.e. whether the explanation faithfully describes the
workings of the predictivemodel). The second one is the in-context
quality of the explanation that is experienced by the user, like
its understandability and usefulness. These two aspects are not
necessarily aligned; for example, an explanation can be objectively
incorrect (does not represent the model faithfully), but still be
experienced as understandable, trustworthy and sufficient by a user.

The contribution of explanations to users’ experience is
also categorized into two dimensions: the contribution of
the explanation to human-AI performance and to human-AI

interaction. Those two aspects are closely related and both have to
do with human-AI collaboration; the difference is that performance

is focused on the results and outputs of the collaboration, while
interaction is concerned with the experience of working with the AI
system and on the system’s perceived quality from the perspective
of the user. For example, a user can experience that explanations
improve the interaction with the AI system, because they make the
systemmore understandable and trustworthy; at the same time, the
user’s actual performance on the task might not be influenced by
the presence of explanations.
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FIGURE 6

The proposed taxonomy of human-centered evaluation of XAI. The blue, orange and red boxes contain the 30 evaluation measures identified in the
reviewed papers. They are grouped based on the aspect of human-centered explanation quality that they evaluate: (A) in-context quality of the
explanation, (B) contribution of the explanation to human-AI interaction, and (C) contribution of the explanation to human-AI performance. An
additional aspect, the a priori explanation quality, is not covered by our review since it is not evaluated with users (expl = explanation; sys = system).

Out of the four dimensions discussed so far, one (a priori,
decontextualized explanation quality) is computer-centered, and the
other three are human-centered. In our systematic literature review,
we focused on human-centered evaluation with user studies;
therefore, the 30 properties that we identified are categorized along
these three dimensions. As shown in Figure 6, 11 properties were
identified that evaluate the in-context quality of explanations (blue
box); for example, explanation’s understandability, usefulness,
sufficiency, trustworthiness, actionability etc. Furthermore, 17
properties were identified that evaluate the contribution of
explanations to human-AI interaction (orange box); for example,
the contribution of explanations to the transparency of the AI
system, to the trustworthiness of the system, to the perceived
control over the system, etc. Lastly, two properties were identified
that evaluate the contribution of explanations to human-AI
performance (red box): the contribution of explanations to the
performance on the task at hand, and to insight discovery.

The 30 properties identified in the studies can be measured
in various ways: quantitatively or qualitatively, objectively or

subjectively. For example, the contribution of explanations to the
understandability of the AI system can be measured subjectively by
asking the participants how well do they understand the system;
responses can be collected either through ratings (quantitative) or
free text (qualitative). Arguably, it can be also measured objectively
and quantitatively by, for example, asking the participants to
predict the model’s output and calculating their accuracy score.
These distinctions, which are central to the existing taxonomies
as described in Section 2, are important from a methodological
point of view; however, we do not view them as the main
categories of XAI evaluation, and therefore did not include
them in our taxonomy as shown in Figure 6. The full taxonomy
of the metrics identified in the set of 73 papers (including
their categorization into objective vs. subjective and quantitative
vs. qualitative metrics), as well as the detailed distribution
of the metrics in the set of papers, can be found in the
Supplementary material.

In conclusion, the human-centered evaluation of XAI in the
studies we analyzed is performed along three dimensions:
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• The in-context quality of the explanation (11 components). Is
the explanation satisfying, understandable, useful, actionable,
sufficient, compact, trustworthy, correct, typical, easy to

understand, and easy to use?
• The contribution of the explanation to human-AI interaction

(17 components). Does the explanation help the user
to better understand the AI system? Does it improve
the user’s perception of the AI system as trustworthy,
useful, satisfying, competent, honest, benevolent, controllable,
predictable, transparent, easy to understand, easy to use,
and engaging? Does the explanation help the user to better
understand the interaction with the AI system? Does it make
the interaction less cognitively demanding? Does it increase the
user’s confidence in the decision? Does it increase the readiness
to adopt the AI system and use it?

• The contribution of the explanation to human-AI
performance (two components). Does the explanation
improve the user’s performance on the task? Does it help the
user to discover new insights?

The taxonomy is described in more detail in Section 4.2.3,
where it is placed in the context of existing taxonomies for XAI
evaluation.

4.2.2 Distribution of the components in the
papers

Table 3 shows which of the three dimensions of human-
centered XAI evaluation are evaluated in each of the 73 papers in
the sample. The most common dimensions are the contribution

of the explanation to human-AI interaction and the in-context

quality of the explanation; 54 out of the 73 papers (74%) evaluate
one of these dimensions or both of them.

Zooming in on the evaluated properties, Figure 7 illustrates
the 30 components of meaningfulness and the number of studies
that evaluated each property. The total number of studies reported
in our set is 77 since some papers report more than one user
study. We can see that the two most common properties are:
trust in the AI system (used in 46 out of 77 studies) and
understanding of the AI system (used in 31 out of 77 studies).
This could be related to the fact that we used the keywords
trust* and understandable in our search query (see
Figure 7), thus skewing the sample toward studies that measure
these properties (as mentioned in Section 3.1, these words, together
with meaningful and interpretable were used in order
to focus the search on human-centered evaluation, thus removing
them from the search string was not possible). The third most
common property is satisfaction with the explanation (used in 22
out of 77 studies), and the fourth is performance on task (used in 20
out of 77 studies).

4.2.3 Mapping our taxonomy to existing
frameworks

As discussed in Section 2, the high-level distinction of existing
XAI taxonomies is evaluation with users vs. evaluation without

users. Further categorization usually revolves around either the
type of user involved (e.g. lay people vs. domain experts in Doshi-
Velez and Kim, 2018) or the type of metric used in the evaluation

(quantitative vs. qualitative, objective vs. subjective). In addition
to these high-level categories, some of the taxonomies further go
into specific evaluated properties (also called evaluation measures),
similar to our 30 components of meaningfulness. In this section, we
show how our taxonomy and the 30 properties we identified relate
to four existing taxonomies: Hoffman et al. (2018), Mohseni et al.
(2021), Lopes et al. (2022), and Nauta et al. (2023).

The hierarchical structure of our taxonomy focuses on what is
evaluated (which aspects of explanation quality) rather than on how
it is evaluated (objective vs. subjective, qualitative vs. quantitative).
This means that it is possible to map the what-elements, i.e. the
evaluation measures, of other taxonomies into our structure, and
compare them to the 30 properties that we identified. This mapping
is shown in Figure 8 and Table 4.

4.2.4 A priori explanation quality
As mentioned above, we make a distinction between the a

priori, decontextualized aspects of explanation quality, and the in-
context explanation quality that is experienced by the user. Our
literature review focuses on the latter, therefore we did not map any
properties into the a priori explanation quality category. Figure 8
shows which properties from other taxonomies can be mapped to
this category.

Hoffman et al. (2018, 2023) call this aspect of explanation
quality explanation goodness and attribute it to the perspective of
the system developer, who needs to evaluate explanations before
making them available to users. In their framework, this aspect is
not necessarily computer-centered or objective; their explanation
goodness checklist includes subjective evaluation measures, like
the explanation’s trustworthiness, understandability, sufficiency,
etc. What makes it a priori is that the judgment is done by the
developers, decontextualized from the intended use. In Mohseni
et al. (2021), this aspect is called computational measures and
it also refers to the set of checks performed by the system’s
developers. It includes both objective and subjective methods that
are meant to evaluate the explanation’s fidelity to the black-box
model (correctness, consistency), and the reliability of the model
itself (the training quality).

Lopes et al. (2022) differentiate between human-centered and
computer-centered measures; the latter is a non-human assessment
that focuses on two properties: interpretability and fidelity. While
fidelity is objective in nature, interpretability is an inherently
subjective property. However, in their framework it is measured
quantitatively without humans through various proxies; for
example, simplicity and broadness of an explanation are considered
components of interpretability, and can be quantitatively measured
by a complexity metric (Nguyen and Martínez, 2020).

In the framework of Nauta et al. (2023), the a priori
explanation quality can be mapped to nine properties:
correctness, completeness, consistency, continuity, contrastivity,

covariate complexity, compactness, composition, confidence. These
properties are components of the objective quality of explanations,
decontextualized from the intended use.

4.2.5 In-context explanation quality
The second class of explanation quality measures is the

contextualized quality that users attribute to explanations. In
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TABLE 3 The dimensions evaluated in each paper in the set.

Human-AI
interaction

Human-AI
performance

In-context expl
quality

N Papers

X 14 Bayer et al., 2022; Branley-Bell et al., 2020; Bunde, 2021;
Faulhaber et al., 2021; Fu and Tantithamthavorn, 2022;
Kartikeya, 2022; Kühnlenz and Kühnlenz, 2023; Lundberg
et al., 2022; Okumura and Nagao, 2023; Reeder et al., 2023;
Selten et al., 2023; Upasane et al., 2024; Wang and Yin, 2021;
Wysocki et al., 2023

X 3 La Gatta et al., 2021a,b; Nazaretsky et al., 2022

X 12 Brdnik et al., 2023; Förster et al., 2021; Kim et al., 2023; Meas
et al., 2022; Nagy and Molontay, 2023; Polley et al., 2021;
Scheers and De Laet, 2021; Schulze-Weddige and Zylowski,
2021; Swamy et al., 2023; van der Waa et al., 2020; Žlahtič
et al., 2023; Xu et al., 2023

X X 6 Alufaisan et al., 2021; Cau et al., 2023; Conati et al., 2021; Ghai
et al., 2021; Naiseh et al., 2023; Wang et al., 2022a

X X 3 Eriksson and Grov, 2022; Maltbie et al., 2021; Wang et al.,
2022b

X X 28 Abdul et al., 2020; Adhikari et al., 2019; Aechtner et al., 2022;
Anjara et al., 2023; Avetisyan et al., 2022; Ben David et al.,
2021; Bertrand et al., 2023; Bhattacharya et al., 2023; Chien
et al., 2022; Conijn et al., 2023; Das et al., 2023; Deo and
Sontakke, 2021; Fernandes et al., 2023; Guo et al., 2022;
Hernandez-Bocanegra and Ziegler, 2023; Jang et al., 2023;
Khodabandehloo et al., 2021; Larasati, 2022; Moradi and
Samwald, 2021; Neves et al., 2021; Ooge et al., 2022; Panigutti
et al., 2022, 2023; Schellingerhout et al., 2022; Veldhuis et al.,
2022; Warren et al., 2022; Weitz et al., 2021; Zöller et al., 2023

X X X 7 Bansal et al., 2021; Buçinca et al., 2020; Confalonieri et al.,
2021; Ibrahim et al., 2023; Jmoona et al., 2023; Raab et al.,
2023; Schrills and Franke, 2023

our framework, this includes 11 evaluated properties, as shown
in Table 4 (blue cells). These properties are mostly, but not
exclusively, evaluated subjectively; users are asked about their
satisfaction with the explanation, the usefulness of the explanation,
its typicality, etc. However, some of the properties can be evaluated
objectively as well; for example, understanding of the explanation is
sometimes evaluated by asking the user to predict or to recall the
explainer’s output, or by asking the user to answer questions about
the explanation.

The other XAI evaluation frameworks also include this
aspect of explanation quality, but in a less detailed manner.
Mohseni et al. (2021) and Lopes et al. (2022) refer to this
aspect as explanation usefulness and satisfaction, which is
an umbrella term for “different subjective and objective

measures for understandability, usefulness, and sufficiency

of details to assess explanatory value for users” (Mohseni
et al., 2021). As shown in Table 4, we map explanation

usefulness and satisfaction to our 11 components of in-context
explanation quality.

Hoffman et al. (2018, 2023) use an even broader category; they
have a measure called explanation satisfaction, which they define
as “the degree to which users feel that they sufficiently understand

the AI system or process being explained to them”. We interpret this
definition as covering all the aspects of our in-context explanation
quality, as well as some aspects of explanations’ contribution to
human-AI interaction, such as the satisfaction with the AI system,

its perceived usefulness, etc. The exact mapped properties are shown
in Table 4.

In Nauta et al. (2023), the in-context quality of explanations
can be mapped to three properties: controllability, coherence,
and context. Coherence relates to the explanation’s plausibility
or reasonableness to users, and thus can be mapped to our
typicality of the explanation and perceived correctness of the

explanation. Context is about the relevance of the explanation to
the user and their needs; we map it to nine properties, including
the usefulness of the explanation, it sufficiency, actionability,
etc. (see Table 4). Controllability describes how interactive or
controllable an explanation is for a user. In our set of papers,
the controllability of explanations was not evaluated; we only
found studies where the controllability of the AI system was
evaluated or where the interactiveness of explanations was the
independent variable.

4.2.6 Contribution of explanations to human-AI
interaction

Our taxonomy includes 17 properties related to the
contribution of explanations to human-AI interaction. As
mentioned in Section 4.2.2, the most common properties evaluated
in the included papers are trust in the AI system and understanding

of the AI system. These two properties can be also found in the
other frameworks that we compare to (except for Nauta et al.,
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FIGURE 7

The number of studies in which each meaningfulness component is evaluated (total: 77 studies in 73 papers).

2023’s, since they focus on the quality of the explanation itself and
do not cover measures related to the user’s interaction with the
AI system).

The trust measure of other frameworks can be mapped to 6
properties in our taxonomy, as shown in Table 4. In some included
papers, trust is measured with a single explicit question (e.g. I trust
this AI system to assess the fat content of food), or with a single
objective measure (e.g. percentage of user’s agreement with the AI
recommendation); in this case, the evaluated property is trust in the
AI system. Other papers adopt McKnight et al. (2002)’s framework
of trusting beliefs and trusting intentions; in this framework, trust is
viewed as a multidimensional construct and therefore is evaluated
with four properties: belief in the system’s competence, belief in the

system’s benevolence, belief in the system’s integrity and adoptability

of the system. Other papers focus on the predictability of the system

as a measure of trust. In our analysis, we attempt to reflect the
evaluation methodologies in the literature as rigorously as possible;
therefore, we preserved the variations and ended with six properties
to evaluate trust in the system.

The mental models or understandability measure in other
frameworks refers to users’ understanding of the AI system. It
can be measured both objectively (for example by asking users
to predict the model’s output and calculating their accuracy), or
subjectively (for example with self-ratings). This can be mapped
straightforwardly to our understanding of the AI system property.

Hoffman et al. (2018, 2023) have an additional measure in
their taxonomy, called curiosity. They argue that it is important
to measure curiosity in the context of XAI because explanations
can both promote curiosity (thus setting the stage for the
achievement of insights and the development of better mental
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FIGURE 8

Our taxonomy, compared to other XAI evaluation frameworks. The main di�erence is in the level of detail of the evaluated properties, and in the
novel categorization into the three dimensions of human-centered evaluation.
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TABLE 4 Mapping of our taxonomy to other XAI evaluation frameworks.

Our properties Nauta et al. (2023) Mohseni et al.
(2021)

Lopes et al. (2022) Ho�man et al.
(2018, 2023)

– Controllability

Typicality of the explanation Coherence

Correctness of the explanation (subj)

Usefulness of the explanation

Sufficiency of the explanation

Compactness of the explanation Context Explanation usefulness and
satisfaction

Explanation usefulness and
satisfactionActionability of the explanation

Satisfaction with the explanation

Understanding the explanation

Ease of understanding the explanation Explanation satisfaction

Ease of use of the explanation

Trust in the explanation

Satisfaction with the system

Transparency of the system

Usefulness of the system

Control over the system

Understanding the interaction

Ease of use of the system – – –

Ease of understanding the system

Cognitive load

Confidence in decision

Understanding the system – Mental models Understandability Mental models

Engagement with the system – – – Curiosity

Belief in system competence

Belief in system integrity

Belief in system benevolence

Adoptability of the system – Trust and reliance Trust Trust

Predictability of the system

Trust in the system

Performance on task – Performance Performance Performance

Insight discovery

models) and suppress curiosity (thus reinforcing flawed mental
models). Curiosity can be measured by asking the users what were
their triggers for asking for explanations, for example I want to

know what the AI just did or I want to know what the AI will do next.
This measure can be mapped to our engagement with the system,
which was evaluated only in one study in our set of papers.

In addition to the properties discussed above, our
taxonomy has additional components under the contribution
of explanations to human-AI interaction; for example, satisfaction
with the system, controllability of the system, user’s cognitive

load, user’s confidence in the decision, etc. These properties
cannot be mapped to any measures in Mohseni et al. (2021)
and Lopes et al. (2022). In Hoffman et al. (2018, 2023),
they can be viewed as part of the very broad category of
explanation satisfaction.

4.2.7 Contribution of explanations to human-AI
performance

The third aspect of explanation quality relates to the
contribution of explanations to human-AI performance. We
identified two properties that relate to this aspects: performance on

task and insight discovery; both can be measured either objectively

or subjectively. These two properties can be mapped to the
performancemeasure in the other frameworks.

4.3 Evaluation procedures for the
components of meaningfulness

The previous section focused on what components of
meaningfulness are evaluated in user studies. In this section, the
focus switches to how the components of meaningfulness are
evaluated.

The analyzed evaluation methodology is characterized mainly
by its lack of standardization. We identified nine evaluation
frameworks that were applied by more than one study in our set
of papers, as shown in Table 5. Out of the 73 papers, only 19 (26%)
applied one of these evaluation frameworks; the remaining studies
created their own questionnaires and measures, or adapted them
from another study that appeared only once in the sample.

Moreover, even when the same framework is used, there is
variation across the studies in how it is applied. For example,
four studies in our sample use the explanation satisfaction scale

of Hoffman et al. (2018). This scale includes nine items that ask
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TABLE 5 Evaluation frameworks used in the papers.

Evaluation
framework

Scale/index Used in

Hoffman et al.
(2018)

Explanation
satisfaction scale

Avetisyan et al., 2022; Brdnik et al.,
2023; Schrills and Franke, 2023;
Warren et al., 2022

McKnight et al.
(2002)

Trusting beliefs
scale; trusting
intentions scale

Bayer et al., 2022; Bertrand et al.,
2023; Ghai et al., 2021;
Hernandez-Bocanegra and Ziegler,
2023; Ooge et al., 2022

Jian et al. (2000) Trust in automation
scale

Brdnik et al., 2023; Conijn et al.,
2023; Kartikeya, 2022; Weitz et al.,
2021

Körber (2019) Trust in automation
scale

Faulhaber et al., 2021; Ghai et al.,
2021

Hart and
Staveland (1988)

Task load index
(NASA-TLX)

Bertrand et al., 2023; Chien et al.,
2022; Ghai et al., 2021; Schrills and
Franke, 2023

Venkatesh et al.
(2003), Venkatesh
and Bala (2008)

Technology
acceptance scale

Bunde, 2021; Panigutti et al., 2022,
2023

O’Brien and
Cairns (2015),
O’Brien et al.
(2018)

User engagement
scale

Bertrand et al., 2023; Ghai et al.,
2021

Knijnenburg et al.
(2012)

User experience
scale

Guo et al., 2022;
Hernandez-Bocanegra and Ziegler,
2023

Brooke (1996) System usability
scale

Brdnik et al., 2023; Scheers and
De Laet, 2021

about: understanding the system, satisfaction with the explanation,
sufficiency of the explanation, completeness of the explanation,
usefulness of the explanation, and transparency of the system; the
user needs to rate the importance of each item on a 3-point scale
(the revised version of the scale (Hoffman et al., 2023) includes a
subset of seven items and a 5-point scale, but the studies in our
sample predate its publication). However, none of the four studies
in our sample uses the scale in its original form. Brdnik et al. (2023)
and Warren et al. (2022) use eight out of the nine items and a 5-
point scale. Avetisyan et al. (2022) use only five out of the original
nine items and a 7-point scale. Schrills and Franke (2023) adopted
the scale as well, but do not provide details about which items and
which ratings system they used.

Another example is McKnight et al. (2002)’s framework for
measuring trust. The framework was originally developed to
measure trust in online vendors, but is used in our sample more
broadly to measure trust in AI systems. It includes two scales
(the original framework includes four constructs, but only the two
identified in our sample are discussed here):

• Trusting beliefs: belief in the system’s competence (four items),
belief in the system’s benevolence (three items) and belief in the

system’s integrity (four items).
• Trusting intentions: willingness to depend on the system

(fou items), to follow its advice (six items), to give it more
information (three items), and to make purchases (three

items). The trusting intentions construct is called adoptability

of the system in our framework.

Bayer et al. (2022) use the trusting beliefs scales in their original
form, with a 7-point scale; for trusting intentions, they do not use
the scales of McKnight et al. (2002), but rather adopt a revised and
shorter version of them from Li et al. (2008). Hernandez-Bocanegra
and Ziegler (2023) use one item from the benevolence scale (out of
the original three), and one item from the competence scale (out
of the original four), with a 5-point scale; they also say that they
adopt items from the trusting intentions scale, but we were not able
to identify these items in their provided material. Bertrand et al.
(2023) use two items from the benevolence scale (out of the original
three) and three items from the competence scale (out of the original
four); for some of the items the phrasings from Benbasat andWang
(2005) are used instead of the original phrasings from McKnight
et al. (2002) (e.g. “...wants to understand my needs and preferences”

rather than “...would do its best to help me”). Ooge et al. (2022) also
uses the phrasings of Benbasat and Wang (2005): four items for
competence, three for benevolence, and three for integrity. Ghai
et al. (2021) use only one item from each of the trusting beliefs
scales not specifying which, and four items for trusting intentions,
again not specifying which.

To conclude, the research community does not currently have
a unified, standardized approach for XAI evaluation with users.
Although standard scales and indices exist for some of the evaluated
components (such as trust, explanation satisfaction, cognitive
load, engagement), they are not used in the majority of studies.
Moreover, even when these scales or indices are used, they are not
applied in the original form. This results in large variations in the
evaluation methodology across studies, both in what is measured
and how it is measured.

5 Discussion

The demand for explainability of AI systems is becoming a
crucial requirement in many domains, both due to legislative
requirements and to the realization that successful integration
of AI into a decision-making process requires that its end-users
understand it, trust it, and perceive it as useful. Despite the
growing recognition that explainability serves a user need, and
that its effectiveness is closely tied to users’ perception, there is no
consensus in the research community as to whether evaluation with
users is a crucial component of XAI evaluation, and if so, what
exactly needs to be evaluated with users and how.

This systematic literature review aimed to address this
gap by inventorizing existing work on human-centered XAI
evaluation, and organizing it into a detailed taxonomy. The
research question we answered is “How is the meaningfulness of

XAI explanations evaluated in user studies?”. Based on analysis
of 73 papers, describing 77 user studies, from empirical XAI
literature, we identified 30 components of meaningfulness that can
be evaluated with users, and arranged these components into a
taxonomy of human-centered XAI evaluation. We propose a novel
categorization of evaluation measures, which involves three aspects
of meaningfulness:
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• The in-context quality of the explanation (11 components). Is
the explanation satisfying, understandable, useful, actionable,
sufficient, compact, trustworthy, correct, typical, easy to

understand, and easy to use?
• The contribution of the explanation to human-AI interaction

(17 components). Does the explanation help the user
to better understand the AI system? Does it improve
the user’s perception of the AI system as trustworthy,
useful, satisfying, competent, honest, benevolent, controllable,
predictable, transparent, easy to understand, easy to use,
and engaging? Does the explanation help the user to better
understand the interaction with the AI system? Does it make
the interaction less cognitively demanding? Does it increase the
user’s confidence in the decision? Does it increase the readiness
to adopt the AI system and use it?

• The contribution of the explanation to human-AI
performance (two components). Does the explanation
improve the user’s performance on the task? Does it help the
user to discover new insights?

Our taxonomy presents a detailed overview of what is currently
being evaluated in XAI user studies across multiple domains. It
provides a high level of granularity, thus making more explicit
the components behind more general umbrella terms like context
(Nauta et al., 2023), usefulness (Mohseni et al., 2021; Lopes et al.,
2022) and satisfaction (Hoffman et al., 2018, 2023). Moreover, the
novel categorization into the above three dimensions highlights
that meaningful explainability hinges not only on the quality of
the explanation itself, but also on the role it plays in human-AI
interaction and human-AI performance. This takeaway contributes
toward a more unified research space for XAI evaluation, where
insights from machine learning, human-computer interaction, and
cognitive sciences can interact and enrich each other.

Our findings also draw attention to the fact that the
methodology for human-centered XAI evaluation still faces lack
of consensus regarding the measures and metrics to apply, as well
as lack of standardized evaluation procedures. This was previously
observed and discussed by, among others, Lopes et al. (2022);
our review confirms that the situation still persists. This lack of
standardization makes it difficult to compare between studies and
potentially recognize insights and patterns beyond specific use
cases. Moreover, it makes it difficult to arrive at evidence-based
XAI guidelines about what constitutes ameaningful explanation for
end-users.

For example, a general question one might raise when starting
to explore XAI is whether there is clear evidence that providing
explanations is beneficial compared to not providing explanations
at all. To answer this, we analyzed all the studies in our set
which compare between these two conditions (explanation vs. no
explanation). Some studies found no added value in providing
explanations (e.g., Alufaisan et al., 2021); some studies found
that providing explanations is beneficial (e.g., Bunde, 2021); some
studies found that providing explanations is beneficial in respect
to certain evaluation measures but not others (e.g., Faulhaber
et al., 2021); some studies found that providing explanations is
beneficial for certain groups of users but not others (e.g., Bayer
et al., 2022); some studies found that certain types or formats of

explanations are beneficial, but not others (e.g., Avetisyan et al.,
2022).

Clearly, there is no straightforward answer to whether
providing explanations is generally beneficial, compared to not
providing explanations at all. However, there might be insights
hidden in these results that currently remain undiscovered because
the findings are not mapped into one taxonomy. To take an
hypothetical, but very realistic example: consider two studies
which evaluate a neural network based AI application that
provides a recommendation, accompanied by a feature importance
explanation generated by a standard XAI method like SHAP.
Both studies evaluate whether providing this type of explanation
improves users’ trust in the AI system and their intention to
adopt the system for decision support. Both studies apply a
between-subject design, and compare between a condition where
an explanation is provided and a condition where no explanation is
provided. One study finds that providing explanations significantly
improves users’ trust in the AI system and their intention to
adopt it; the other study finds no significant difference between
the conditions. In the current state of affairs of XAI evaluation,
these results remain disconnected from each other, since it is very
likely that the two studies used different definitions of trust and
adoptability, and different methodologies of how to evaluate these
constructs with users.

However, if they were to use a standard taxonomy of evaluation
measures and a standard evaluation procedure, these results could
have led to a deeper level in the exploration of explainability. If we
controlled for methodology, we could ask what are the real-world
differences between the two use cases, such as the characteristics of
the users, the application domain, the decision-making process in
which the AI is integrated, etc. If the difference in the results stems
from real important variations between the use cases, rather than
frommethodological inconsistency, it can teach us what contextual
aspects affect explainability needs and explainability effectiveness.

There is reason to believe that such contextual aspects are
very important, if we want to design XAI systems that truly
address user needs and achieve successful and meaningful human-
AI collaboration. For example, studies show that explanation needs
and the ability to benefit from explanations vary according to user
characteristics, such as their level of AI expertise (e.g., Ghai et al.,
2021), domain expertise (e.g., Bayer et al., 2022), and personal
traits like the need for cognition5 (e.g., Conati et al., 2021), or
personal decision-making style (e.g., Hernandez-Bocanegra and
Ziegler, 2023).

In addition to user characteristics, the particularities of the
specific decision-making process in which the AI system is
embedded can also affect explainability needs. In a recent study,
Kim et al. (in press) analyzed interviews with stakeholders from
two use cases in the financial sector, in which a decision-support
XAI system is already in use. The first use case concerns credit
approval; the AI system outputs a score which indicates the chance
of a credit request to be approved. The second use case concerns
fraud detection; the AI system outputs a score which indicates

5 Need for cognition (Cacioppo and Petty, 1982) is defined as the individual

tendency to engage in e�ortful cognitive activities.
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the risk of a claim to be fraudulent. In both use cases, a local
feature importance explanation is provided, which shows the most
important features contributing to the score. Despite similarities
between the use cases in terms of the domain (finance), the
type of users (non-technical domain experts), the system’s output
(score) and the explanation type (local feature importance), a
difference in explainability needs was identified. Interviewees in
the fraud detection use case indicated that feature importance
explanations are not sufficient for their needs, since fraud is not
about the individual factors by themselves, but rather about the
ability to combine the factors into a plausible fraud scenario. In
this specific decision-making process, seeing the explanation as
separate factors is not meaningful, because the overall narrative
is lost. In the credit approval use case, on the other hand, this
need for a coherent narrative was not mentioned, probably because
the process of approving a credit request is aligned with checking
whether individual factors are satisfied.

These findings suggest that explainability is sensitive to
contextual factors, such as the characteristics of the intended
users and the particularities of the decision-making process in
which the XAI system is embedded. The field of human-centered
XAI evaluation can therefore benefit from a more systematic and
comprehensive exploration of how these contextual factors affect
explainability needs and explainability effectiveness. To achieve
this, more standardization is needed in respect to the applied
evaluation measures (what to evaluate) and procedures (how to
evaluate). By mapping in detail the current state of affairs, this
literature review can serve as a step toward this goal.

Our taxonomy (Section 4.2) presents all the diverse and
partially overlapping components of a meaningful explanation that
are currently evaluated in XAI user studies (what is evaluated);
our overview of frameworks (Section 4.3) shows the evaluation
procedures that are currently applied in more than one study (how
it is evaluated). Building on these resources, future work can focus
on additional standardization efforts for each of the identified
properties. This involves, first of all, providing precise definitions
for complex constructs, such as understanding of the AI system,
so that future studies can use consistent terminology. Following
this, a consensus on standardized measurement methods for each
property should be established; for example, which objective and
subjective metrics to apply in order to evaluate understanding of
the AI system. Finally, the agreed-upon measures and metrics can
be compiled into evaluation procedures; for example, a standard
questionnaire for subjective evaluation of the understanding of the
AI system. We believe that this way forward is necessary in order
to further promote comparability of XAI methods across different
studies, and gain insights that go beyond individual use cases.

5.1 Limitations

This systematic review provides a detailed overview of human-
centered XAI evaluation measures. Our review includes only
XAI evaluation studies that are conducted with users. For a
recent comprehensive review of computer-centered XAI evaluation
measures, the reader is referred to Nauta et al. (2023).

Moreover, we focus on a subset of AI systems. The review does
not include papers discussing agents (robots or chatbots) which

explain their actions or their failures to users; rather, our focus is
on decision-support AI systems which explain either the model
itself (training data, training procedure, performance metrics), or
the model’s outputs (predictions, recommendations). Within these
AI-based decision-support systems, we do not include computer
vision systems, which are trained on image data and are typically
characterized by image-based explanations (e.g., heatmaps).

The proposed taxonomy presents the evaluation measures that
we encountered in the reviewed user studies. We minimized our
own interpretation and showed the diversity as it manifests in the
literature. This means that some of the properties in the taxonomy
(partially) overlap.

With regard to operationalization of the surveyed measures
and procedures, this work provides an inventory of available
methods and standard frameworks that researchers can choose
from. However, we do not provide recommendations as to which
methods are most suitable for specific scenarios or use cases. This
type of mapping is currently difficult to discern from the existing
literature and is therefore left for future work.

6 Conclusions and future work

We performed a systematic literature review of 73 papers that
evaluate XAI systems with users, focusing specifically on systems
that are based on tabular or textual input data. We found that
there are many different properties which are considered by XAI
researchers as important components of what makes explanations
meaningful to users. We proposed to categorize these components
in a taxonomy along three dimensions: the contextualized quality of
the explanation, the contribution of the explanation to human-AI
interaction, and the contribution of the explanation to human-AI
performance. Our taxonomy makes the main aspects of human-
centered explanation quality explicit. In future work, additional
evaluation measures can be added to the existing categories
to extend the taxonomy further; alternatively, some partially
overlapping measures can be condensed and standardized. In
addition, future work should explore whether the taxonomy can
be applied to XAI systems not covered by the current review, i.e.
autonomous agents and computer vision systems.

In our view, the next step in the exploration of human-
centered XAI is understanding the real-world differences that affect
explainability needs and explainability effectiveness across use
cases. This includes contextual aspects such as user characteristics,
the application domain, and the decision-making process in which
the AI system is embedded. To be able to investigate these questions
and advance the field, two things are needed. First, the evaluation
methodology of user studies needs to be standardized, to facilitate
meaningful comparison across studies and discovery of insights
beyond specific use cases. Second, user studies need to be conducted
in an application-grounded setup, i.e., with a real task and the
intended end-users as participants.
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