
Frontiers in Artificial Intelligence 01 frontiersin.org

Dimensions of artificial 
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Introduction: Artificial intelligence (AI) has created a plethora of prospects 
for communication. The study aims to examine the impacts of AI dimensions 
on family communication. By investigating the multifaceted effects of AI on 
family communication, this research aims to provide valuable insights, uncover 
potential concerns, and offer recommendations for both families and society at 
large in this digital era.

Method: A convenience sampling technique was adopted to recruit 300 
participants.

Results: A linear regression model was measured to examine the impact of 
AI dimensions which showed a statistically significant effect on accessibility 
(p  =  0.001), personalization (p  =  0.001), and language translation (p  =  0.016).

Discussion: The findings showed that in terms of accessibility (p  =  0.006), and 
language translation (p  =  0.010), except personalization (p  =  0.126), there were 
differences between males and females. However, using multiple AI tools was 
statistically associated with raising concerns about bias and privacy (p  =  0.015), 
safety, and dependence (p  =  0.049) of parents.

Conclusion: The results showed a lack of knowledge and transparency about 
the data storage and privacy policy of AI-enabled communication systems. 
Overall, there was a positive impact of AI dimensions on family communication.
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1 Introduction

The world is witnessing another historic transition that is different from the other and 
happening in technology. Dawaesar (2013) has remarked that “Our devices matter to us as 
much as food and shelter. Technology has altered the flow of time. The overall time that 
we have for our narrative, our life span, has been increasing, but the smallest measure, the 
moment has shrunk.” Artificial intelligence (AI) has revolutionized life in every aspect and has 
brought about unprecedented changes in the ranks and files from businesses to families (Xiao 
et al., 2021). The term artificial intelligence (AI) refers to building systems and programs that 
can perform the same functions likewise humans (Boden, 1996). They perform the functions 
and tasks as humans do. AI has gained traction and prominence in the domain of computer 
science for decades. They are designed through algorithms where computer vision helps to 
detect the objective and photos. Natural language processing enables computers to understand 
the language of humans. Through graphical processing units in the form of chips, computers 
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shape graphics and pictures via mathematical calculations. In addition, 
the Internet of Things (IoTs) is another form of AI that operates in the 
form of a network connected with physical devices, sensors, software, 
and another component of network connectivity in an integrated 
manner to share data or perform different tasks (Xiao et al., 2021). 
This initiation has called for renewing the communication 
infrastructure on newly defined lines with super-heterogenous 
networks, antennae, and wide bandwidth. Among them, machine 
learning (ML) is a buzzword as a powerful technology under the 
auspices of AI due to greater capabilities to be trained continuously to 
adapt to new changes rapidly (Jiao et al., 2021).

Apart from ML, reconfigurable intelligent surface (RIS) and 
artificial intelligence (AI) have wider recognition and potential in the 
entire fabric of wireless communication to enable the sixth-generation 
networks, aiming to manufacture intelligent, interactive, and 
collaborative communication environments (Wang et  al., 2021). 
Earlier, intelligence was reckoned as an umbrella character, 
characterized by the ability of abstract and logical reasoning, and 
physical as well as emotional intelligence (Sternberg, 2000). Gradually, 
the concept of intelligence came out from its limited scope and 
became a unified term for the cognitive capabilities of machines 
(Robinson, 2014). In technology, intelligence refers to prompt 
problem-solving with the best automatic solution immediately. Thus, 
AI has emotional and relational parameters, providing solutions to 
real-life problems (Schutz, 2014).

Given the vitality of communication, it warrants success for 
students (Higgins, 2019) and helps teachers achieve their professional 
objectives through effective communication (Hodis and Hodis, 2021). 
The way communication flows in a family, and the patterns involved 
shape a family communication system. Conversation orientation and 
conformity orientation are the two dimensions of the patterns 
involved in family communication (Koerner and Mary Anne, 2016). 
Keeping the relevance of AI for communication, De Togni et al. (2021) 
explored the transformation in the relationships between humans and 
machines with the advent of AI. The study pinpointed the need to 
conceptualize intelligence as an interdisciplinary area of research to 
draw the theocratical and material distinction between humans and 
machines, in particular during the communication process (De Togni 
et al., 2021). The AI emulates the capacity of the human brain for 
decision-making and skills for problem-solving by utilizing computers 
and other smart devices. They use several AI-based products such as 
social bots and virtual agents (Asif and Gouqing, 2024).

Butow and Hoque (2020) have asserted that AI can encode 
complex human interactions akin to humans with an imitation of 
emotions as well as the verbal aspects which are part of 
communication. With the advent of large-scale adoption of AI 
applications, families make use of it in their communication from 
voice assistants to navigating within their systems and mobiles.

Druga et al. (2022) scrutinized parents’ roles in developing AI 
literacies in children. The findings revealed that parents were eager to 
develop AI literacies among their children. Typically, the focus was on 
object recognition, voice assistance, image classification, and AI 
co-design (Druga et al., 2022). Specific dimensions of AI, such as 
language translation, personalization, and accessibility, influence 
family communication dynamics in several ways. Language translation 
capabilities facilitate cross-cultural understanding and inclusivity 
within multilingual families, enhancing communication effectiveness. 
Personalization tailors AI interactions to individual family members’ 

preferences and needs, fostering more personalized and engaging 
exchanges. Accessibility ensures that all family members, including 
those with disabilities or different learning styles, can participate fully 
in communication, promoting inclusiveness and equity within the 
family unit. These dimensions collectively contribute to shaping more 
fluid, inclusive, and responsive communication processes within 
families integrating AI technologies.

1.1 Research objectives

The study aims to examine the impacts of AI dimensions on 
family communication. By investigating the multifaceted effects of AI 
on family communication, this research aims to provide valuable 
insights, uncover potential concerns, and offer recommendations for 
both families and society at large in this digital era. This study employs 
seven broad dimensions of artificial intelligence, i.e., accessibility, 
personalization, language translation, privacy, bias, dependence, 
and safety.

2 Literature review

The concept of dimensions in AI refers to the building blocks, 
characterized by the distinctive attributes or features, encompassing 
data points in a space with high dimensions. These dimensions are the 
places for generating AI algorithms, aiming to understand multiple 
datasets, present in the forms of images and texts, and audio and 
videos. Following are the operational definition and description of the 
seven dimensions of AI, employed by the researcher in the 
present study;

 • Accessibility: AI-powered devices and applications can make it 
easier for family members to communicate with each other, even 
if they are physically separated. For example, video conferencing 
software like Zoom or Skype can help families stay connected 
when they cannot be together in person. Smart home devices like 
Amazon Echo or Google Home can also be used to make phone 
calls or send messages hands-free (Dattathrani and De, 2023).

 • Personalization: AI can help personalize communication by 
analyzing data about family members’ preferences, habits, and 
interests. For example, a messaging app that uses AI could 
suggest conversation topics based on what family members have 
talked about in the past. This can help families communicate 
more effectively and efficiently (Lee and Yoon, 2021).

 • Language translation: AI-powered translation software can help 
families communicate across language barriers. This can 
be especially helpful in families where members speak different 
languages or where family members live in different countries 
(Liao et al., 2023).

 • Privacy: AI can potentially compromise family privacy by 
collecting and analyzing data about family members’ 
communication habits and behaviors. For example, a smart 
speaker that is always listening could potentially record private 
conversations. It is important for families to be  aware of the 
privacy implications of using AI-powered devices and 
applications and to take steps to protect their privacy (Liu 
et al., 2022).
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 • Bias: AI systems can perpetuate biases and stereotypes that exist 
in society. For example, an AI-powered language translation app 
may not accurately translate certain languages or dialects, which 
could reinforce harmful beliefs and attitudes. It is important for 
families to be  aware of these biases and to use AI-powered 
devices and applications in a way that is inclusive and respectful 
(Ntoutsi et al., 2020).

 • Dependence: Over-reliance on AI-powered devices and 
applications for communication can potentially weaken 
in-person communication skills and lead to social isolation. For 
example, if family members only communicate through texting 
or messaging apps, they may miss out on the nuances of 
in-person communication. Families need to balance their use of 
AI-powered devices and applications with in-person 
communication (Ntoutsi et al., 2020).

 • Safety: AI can help ensure family safety by monitoring for 
potential risks and threats, such as cyberbullying or online 
predators. For example, a parental control app that uses AI could 
monitor a child’s online activity and alert parents to potential 
risks. However, it is also important to consider the potential for 
AI-powered surveillance to infringe on privacy and to use these 
tools responsibly and ethically (Hata et al., 2019).

There is an increasing role of AI in the domain of communication 
with moderate levels of accuracy, parallel to humans where AI can 
assume its unconventional role as interlocutor as well as content 
generator. A practical example of a virtual assistant based on AI is Alexa 
of Amazon which responds to queries in a human-like manner. Also, 
there is a growing interest in making embodied AI-enabled robots that 
are capable of interacting both verbally and nonverbally (Peter and 
Kühne, 2018). On webpages, AI-enabled chat robots are replacing 
humans in the form of chatbots; they can exceptionally prepare social 
media posts for greater engagement and community outreach without 
any human interaction and intervention (Ferrara et al., 2016). Garg et al. 
(2022) conducted a comprehensive review of studies about children 
using communication assistants in their personal and academic 
communication. According to the review, higher were the concerns of 
the parents about children using such assistants for their communication 
stressed the ethical implications of their usage.

On account of a universal perception of technology having dark 
sides besides all of its prospects such as its addition. Parents feel it 
challenging to make a balanced habit of their children and vow to 
regulate a balanced behavior. Thus, they prefer to regulate their children’s 
usage of mobile and smartphones (Bergert et al., 2020). In the meantime, 
young children develop the skill of using different electronic gadgets 
such as smartphones, laptops, and tablets in their early childhood 
settings. Using the Grounded Theory, research documented that teachers 
figured out parents’ concerns about their children, using digital devices 
and technology in their kindergarten classrooms (Schriever, 2021).

Park and Lim (2020) have documented positive results of voice user 
interface (VUI), such as AI speakers for family cohesion. Wald et al. 
(2023) examine different types of families, and their motivations for 
using Virtual assistants (VA) in different ways (parent-only, child-only, 
or co-use). The study used survey data from 305 Dutch parents with at 
least one child between the ages of 3 and 8, who had a Google Assistant-
powered smart speaker in their home. The results showed that families 
differ mainly in parents’ digital literacy skills, frequency of VA use, trust 
in technology, and preferred degree of child media mediation. Parents’ 

motivation for using VAs is primarily driven by enjoyment, especially 
when they use the VA together with their children. The study suggests 
finding new ways to guide the use of technology in families. Developers 
should focus on making VA use enjoyable for families, while scholars 
and policymakers should consider additional intervention criteria for 
family VA-use practices in the future (Wald et al., 2023). Another study 
by Carvalho et al. (2015) unveiled that Information Communication 
and Technology (ICT) brought about qualitative changes in family 
functioning. The most significant impact was explored on adolescents 
due to their frequent exposure to phones, social media, and larger 
networking sites leading to higher levels of cortisol awakening response 
(CAR) which was apparently among the fathers as compared to mothers 
due to their frequent use of mobile phones and emails (Afifi et al., 2018).

In contrast, the study by Gong et al. (2021) documented that there 
was a statistically significant relationship between family well-being and 
personal happiness and having more groups, receiving/sending photos/
pictures, video calls, and instant messaging (Gong et al., 2021). However, 
the mobile usage of parents and children has increased their alone-time 
and mobile phone use as compared to the levels in 2015 (Mullan and 
Chatzitheochari, 2019). Since parents know about privacy and safety 
concerns using online tools and other technology, they do not favor 
their children’s active participation in online pedagogical activities such 
as building games, simulators, and puzzles (Brito and Dias, 2020). 
Nevertheless, it has been substantiated by the research that the personal 
use of ICT has a diminishing impact on the quality of relationships 
either parenting or romantic (Tammisalo and Rotkirch, 2022).

Therefore, in the present study, the way different dimensions of AI 
impact the family dimensions will be studied. The study findings would 
generate new insights and data related to the impact of AI on family 
communication. The results of the study would add up to the existing 
body of literature on communication, and family dynamics. This 
research discovers the intersection of AI technology, psychology, 
sociology, and ethics within the family context. By addressing ethical 
considerations such as privacy and emotional well-being within the 
family, this research contributes to the growing body of literature on AI 
ethics, particularly about domestic life. Despite AI’s pervasive influence 
on daily life, there is a notable lack of research on its impact on family 
communication. This study addresses this gap by examining how AI 
dimensions; accessibility, personalization, language translation, privacy, 
bias, dependence, and safety–affect family dynamics. Understanding 
these impacts is crucial as AI becomes more integrated into daily 
interactions. Family communication is foundational to relationships, 
emotional well-being, and social development. By investigating AI’s 
influence, this study aims to enhance relationships, uncover potential 
risks such as privacy concerns and dependency, and provide evidence-
based recommendations for responsible AI use. Filling this research 
gap will contribute to the well-being of families and guide the 
thoughtful integration of AI technologies into family life. Based on the 
study gap following theoretical framework is given below (Figure 1).

3 Methodology

3.1 Study design

The study employs a quantitative study approach to answer the 
research objective. A cross-sectional study design was adopted. 
Cross-sectional studies’ surveys are useful to investigate different 
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phenomena when it comes to assessing disease prevalence, 
knowledge levels, and attitudes, and to validate for a comparison 
(Kesmodel, 2018). Capturing data from a diverse sample of 
participants at a single point in time provides an overview of how 
variables are distributed within the population. This approach is 
efficient and cost-effective, making it suitable for studies with 
limited resources or time constraints. Moreover, it allows 
researchers to explore relationships between variables and assess 
prevalence or correlations without the need for long-term 
follow-up. These characteristics make the cross-sectional design 
particularly valuable for generating quick insights into the current 
status of phenomena within a population, which can inform further 
research or interventions effectively.

The study design is helpful to document and assess the current 
perceptions of the participants as AI has been massively used in 
communication everywhere from homes to professional settings, in 
particular after the launch of Chatgpt. This approach helps explore how 
families perceive AI due to its efficiency, providing a timely snapshot of 
current attitudes across a diverse range of demographics and comparing 
perceptions among different groups which add to the identification of 
variations based on factors such as socioeconomic status or cultural 
background. We included a popup message within the questionnaire that 
provided examples of AI tools, such as language translation software, 
image enhancement tools, video editing software, voice assistants, and 
ChatGPT. This was done to ensure that all respondents were familiar 
with AI and its applications before completing the survey. Another 
rationale to adopt this study design was the ease of analysis and quick 
turnaround time which makes it suitable for informing policymakers 
promptly about emerging concerns related to AI.

3.2 Sampling technique

The participants of the study were recruited through social media, 
email newsletters, and family-oriented forums. A convenience 
sampling technique was adopted to recruit the study participants 
based on factors such as gender, age, and the number of AI tools. This 
sampling technique assists in preventing many of the limitations 
associated with research. For instance, using friends or family in the 
study is easier than targeting unknown individuals (Taherdoost, 2016).

3.3 Study participants

An online sample size calculator, Raosoft was used to determine 
the sample size of the study. The recommended sample size was 220. 
However, the researcher recruited 300 participants. The survey was 
conducted from November 1st, 2023 to February 29, 2024.

3.4 Study tool

A closed-ended survey was administered to conduct an online 
survey, the participants were approached via social media, email 
newsletters, and family-oriented forums. They were sent the link to 
the survey through these platforms. The researcher reviewed the 
published literature and formulated the questionnaire based on the 
seven aforesaid dimensions. The questionnaire comprised six sections 
namely, accessibility, personalization, language translation, privacy 
and bias concerns, dependency, and safety, with demographic details 
(Appendix A). The participants were instructed to mention the 
number of AI devices they had been using for language translation, 
image enhancing, video enhancing, videos and image editing, voice 
assistants, and Chatgpt for texting in a popup message in the online 
questionnaire to make them familiar with the AI tools.

3.5 Pilot test

A pilot test was conducted before conducting the study to 
examine the clarity and reliability of the survey questionnaire. A 
small sample of 30 participants was involved in the pilot test which 
was representative of the larger study population, to ensure that the 
questions were understood as intended and that the survey format 
was user-friendly. Feedback from the pilot participants led to minor 
revisions in the wording of several questions to enhance clarity. The 
reliability of the questionnaire was assessed using Cronbach’s Alpha, 
with a value exceeding 0.7, confirming that the instrument was 
sufficiently reliable for the full-scale study. This preliminary testing 
helped to refine the survey tool and provided confidence in its use 
for collecting accurate and consistent data in the main study 
(Table 1).

FIGURE 1

Theoretical framework.

https://doi.org/10.3389/frai.2024.1398960
https://www.frontiersin.org/journals/Artificial-intelligence
https://www.frontiersin.org


Alfeir 10.3389/frai.2024.1398960

Frontiers in Artificial Intelligence 05 frontiersin.org

3.6 Data collection

The data was collected through a survey questionnaire, and the 
responses of the participants were entered into a spreadsheet. The 
questionnaire consisted of 18 items in six sections, measured using a 
five-point Likert scale, encompassing Strongly Disagree, Disagree, 
Neutral, Agree, and Strongly Agree, respectively. The survey 
questionnaire was administered by sending e-mail invitations, which 
comprised an overview of the research, the tentative time to complete it, 
and the link to the questionnaire. Two reminder emails were sent to 
encourage participation. During the first week, the first reminder and in 
the third week, another reminder was sent. The researcher received 358 
responses. A total of 300 responses were considered for data 
analysis as the rest of the survey responses were discarded due to 
incomplete answers.

3.7 Data analysis

For data analysis, the Statistical Package for the Social Sciences 
(SPSS) version 27.0 was used to perform descriptive statistics to know 
the extent of use of AI devices in family communication, and the age 
groups, most prefer to use AI in family. A multiple regression model 
was performed to examine the impact of different AI dimensions on 
family communication.

3.8 Ethical considerations

Ethical consideration were made while conducting the study. 
Along with the online survey form, informed consent was obtained 
from the participants before starting the study. All the participants 
were briefed about the research aims, and confidentiality of their 
identity, and only the intended use of the collected data. The current 
study prioritizes comprehensive data protection measures to safeguard 
participant confidentiality and anonymity with the help of 
transparently communicating these protocols and ensuring adherence 
to ethical guidelines.

3.9 Results

Table 2 displays the demographic details of the participants such 
as age, gender, and number of AI devices used for language translation, 
image enhancing, video enhancing, videos and image editing, voice 
assistants, and Chatgpt for texting. The majority of the participants 

were males, aged between 31 and 35 years and most of them (110) had 
been using more than five AI tools.

Table 3 displays the questionnaire outcomes which provide an 
overview of how AI tools impact family communication across 
various aspects. With respect to accessibility, the majority of 
respondents (98%) agree that AI tools have significantly increased 
access to communication. However, when it comes to assisting family 
members with disabilities, the responses are more diverse; while a 
slight majority (67%) agree that AI tools have been helpful. In 
personalization, 58% of respondents believe that AI provides the best-
customized responses for family communication, a significant 
minority (16%) disagree, suggesting that personalization may not 
meet everyone’s expectations. A larger majority (76%) agree that AI 
devices introduce innovative features that shape new aspects 
of communication.

Regarding language translation, most respondents feel positive, 
with a majority agreeing that AI has reduced communication 
barriers and improved cross-lingual communication through high-
quality translations. However, there is considerable concern about 
data privacy and algorithmic bias, with a substantial number 
expressing unease. In the area of dependency and safety, the 
answers to the questionnaire revealed an increasing reliance on AI 
tools for communication, with many respondents (77%) confident 
in the safety features and encryption of AI systems. The overall 
impact of AI on family communication is perceived positively, 
with a majority (69%) agreeing that AI has had a beneficial  
influence.

The impact of accessibility on family communication has been 
measured through a linear regression model (Table 4). The results 
obtained from the regression model run on SPSS, depict predictions 
that are almost nearing the actual values to predict the impact. The 
results of the regression model suggest that accessibility (p = 0.001), 
personalization (p = 0.001), and language translation (p = 0.016) had a 
statistically significant impact on family communication.

The R represents the value of R, the multiple correlation 
coefficient. It is an indicator of the quality of the prediction of the 
dependent variable. In this case, accessibility (0.784), personalization 
(0.745), and language translation (0.784) show a good level of 
prediction. The results in Table  5 present the statistical model of 

TABLE 1 Reliability statistics.

Cronbach’s Alpha N of items

Accessibility 0.721 2

Personalization 0.754 3

Language translation 0.784 3

Privacy and bias concerns 0.721 4

Dependency and safety 0.771 5

Total 0.748 18

TABLE 2 Demographic details.

Frequency Percent

Age

  25–30 93 31.0

  31–35 111 37.0

  36–40 96 32.0

Gender

  Female 148 49.3

  Male 152 50.7

The number of AI tools usage

  1 2 0.7

  2 1 0.3

  4 187 62.3

  5 110 36.7
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TABLE 3 Descriptive statistics.

Questions Strongly disagree Disagree Neutral Agree Strongly agree

Accessibility

AI tools have increased our access to communication. 1 (0.3%) 1 (0.3%) 0 (0.0%) 14 (4.7%) 284 (94.7%)

AI devices have been improving our family communication by helping our members with disabilities 

(such as speech impairment and difficulty in recognition).
0 (0.0%) 2 (0.7%) 89 (29.7%) 117 (39.0%) 92 (30.7%)

Personalization

AI tools provide the best customized responses to our communication in the family. 14 (4.7%) 2 (0.7%) 90 (30.0%) 98 (32.7%) 96 (32.0%)

AI devices shape new aspects of our communication with innovative features. 1 (0.3%) 0 (0.0%) 108 (36.0%) 93 (31.0%) 98 (32.7%)

AI is paired with personalized communication which helps us better understand our expectations 

for communication and the exchange of ideas in different formats and stylistic versions.
13 (4.3%) 14 (4.7%) 101 (33.7%) 73 (24.3%) 99 (33.0%)

Language translation

AI has reduced most of the barriers to communication than ever before in the form of providing 

over-the-counter translation.
1 (0.3%) 0 (0.0%) 105 (35.0%) 71 (23.7%) 123 (41.0%)

AI-based spoken translation, available in all languages and accents is an incredibly useful feature. 1 (0.3%) 1 (0.3%) 77 (25.7%) 114 (38.0%) 107 (35.7%)

AI tools provide high-quality text translations, improving cross-lingual communication. 0 (0.0%) 2 (0.7%) 79 (26.3%) 125 (41.7%) 94 (31.3%)

Privacy and bias concerns

We are concerned about the data and privacy of communication of our family. 39 (13.0%) 19 (6.3%) 72 (24.0%) 87 (29.0%) 83 (27.7%)

We do not know the AI privacy features to protect our data and communication. 0 (0.0%) 27 (9.0%) 87 (29.0%) 99 (33.0%) 87 (29.0%)

We have encountered some algorithm bias while using the features of AI in family communication. 0 (0.0%) 1 (0.3%) 115 (38.3%) 94 (31.3%) 90 (30.0%)

We are concerned about the usage of our data and communication amid the rising analysis of 

personal information by AI to new levels of power and speed.
1 (0.3%) 0 (0.0%) 106 (35.3%) 73 (24.3%) 120 (40.0%)

Dependency and safety

Our families are increasingly depending on AI tools to respond to communication. 0 (0.0%) 1 (0.3%) 82 (27.3%) 87 (29.0%) 130 (43.3%)

We are sure about the safety features and encryption of AI systems and the data they use. 11 (3.7%) 1 (0.3%) 76 (25.3%) 108 (36.0%) 104 (34.7%)

The use of AI devices has increased our dependence on decision-making. and overall impact and 

prospects.
1 (0.3%) 1 (0.3%) 112 (37.3%) 72 (24.0%) 114 (38.0%)

AI devices provide smart replies and suggested feedback and answers which save time. 0 (0.0%) 1 (0.3%) 109 (36.3%) 95 (31.7%) 95 (31.7%)

AI devices have increased the speed of communication and improved interpersonal perceptions in 

families. 0 (0.0%)
9 (3.0%) 95 (31.7%) 100 (33.3%) 96 (32.0%)

Overall impact

The impact of AI is positive on family communication. 1 (0.3%) 1 (0.3%) 68 (22.7%) 92 (30.7%) 138 (46.0%)
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multiple regression for the impact of AI tools usage on accessibility, 
personalization, and language translation in the domain of family 
communication. These variables statistically significantly predicted 
the relationship and added statistical significance to the prediction, 
p < 0.05.

To find whether the impact of AI dimensions such as accessibility, 
personalization, and language translation varies differently based on 
gender, One-way Analysis of Variance (ANOVA) was performed 
(Table 5). The results showed that in terms of personalization, there 
was no difference in terms of impacting family communication 
(p = 0.126). Whereas, accessibility (p = 0.006), language translation 
(p = 0.010), dependency and safety (p = 0.004) and overall impact 
(p = 0.003).

To assess whether there was any association between the 
number of AI tools on privacy and bias concerns, dependency and 
safety concerns, the findings in Table 6 reveal that using multiple 
AI tools was statistically associated with raising concerns about 
bias and privacy (p = 0.015), safety and dependence (p = 0.049) of 
parents. These results provide significant insights into the different 
impacts of different AI dimensions on family communication. On 
one hand, using AI tools helps to provide greater means of 
accessing AI chatbots while providing exciting and generative 
features to respond to and communicate with others. On the other 
hand, parents perceived that having dependence on AI led to a 
greater likelihood of experiencing bias, and a greater risk of safety, 
and privacy. Also, AI tools are perceived as the easiest tools to use 

TABLE 4 Model summary.

Model R R square Std. Error of the estimate Sig.

Accessibility

1 0.784 0.534 5.501 0.001

Personalization

2 0.745 0.560 0.556 0.001

Language translation

3 0.784 0.534 5.501 0.016

Dependency and safety

4 0.759a 0.529 0.536 0.001

Overall impact

5 0.756a 0.526 0.537 0.001

TABLE 5 ANOVA for gender-wise impact on family communication.

df Mean Square F Sig.

Accessibility Between groups 2 1.135 5.230 0.006

Within groups 297 0.217

Personalization Between groups 2 0.775 2.090 0.126

Within groups 297 0.371

Language translation Between groups 2 1.165 4.655 0.010

Within groups 297 0.250

Dependency and safety Between groups 2 1.125 4.365 0.004

Within groups 297 0.356

Overall impact Between groups 2 0.864 5.126 0.003

Within groups 297 0.264

TABLE 6 Impact of the number of AI tools.

Sum of Squares df Mean Square F Sig.

Bias and privacy Between groups 18.985 4 4.746 21.050 0.015

Within groups 66.514 295 0.225

Total 85.499 299

Safety and dependence Between groups 10.664 4 2.666 21.081 0.049

Within groups 37.306 295 0.126

Total 47.969 299
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for translation. However, due to using AI voice assistant, there was 
no significant impact on family communication in light of the 
results. It implies that maximizing the vitality of AI tools alone 
without addressing the increasing concerns for privacy bias, and 
safety, will increase the risk of using AI tools in family  
communication.

4 Discussion

The study presents an analysis of the way different dimensions of 
AI impact family communication and reveals that these dimensions 
such as language translation, personalization, and accessibility led 
statistically significant impact on family communication. These 
findings are similar to the results of the study by Hohenstein et al. 
(2023) which concluded that AI algorithms brought about greater 
changes in the way of responses and social relationships.

The findings of the present study revealed that around 62% of 
people believed that it has increased our dependence on decision-
making and overall impact and prospects which also aligned with the 
results study conducted by Ahmad et al. (2023), aiming to scrutinize 
the impact of AI on decision-making, and laziness. The study 
concluded that AI exacerbated laziness among humans and suggested 
taking on-time and pragmatic measures before instilling AI devices to 
stave off such elements. Moreover, Goldenthal et al. (2021) examined 
six functional AI-mediated communications (AI-MC) tools, such as 
voice-assisted communication, language correction, predictive text 
suggestion, transcription, translation, and personalized language 
learning. However, the findings of the study are contrastive to the 
present study based on the survey findings with 519 participants 
where it was found that there is no one-size-fits-all strategy for 
communication in different groups (Goldenthal et al., 2021).

Likewise, in the present study, another study has highlighted that 
there is a need to create a trustworthy AI (Vincent-Lancrin and Van 
der Vlies, 2020). In addition, Shneiderman (2020) recommended 
raising the safety, reliability, and trustworthiness of human-centric AI 
systems, safety culture, and trustworthy certification with the help of 
independent oversight. Galaz et al. (2021) have further recommended 
addressing systematic risks, associated with AI communication 
networks and algorithm bias.

In addition, the study found a gender-wise impact on family 
communication (p < 0.05) except personalization where in terms of 
personalization, there was no difference in terms of impacting family 
communication (p > 0.05). These findings are different from the 
findings of Straw and Callison-Burch (2020) who reviewed and 
analyzed 52 studies and found gender bias in clinical data, data 
science, and linguistic perspective which is reflected in the AI 
algorithm called algorithm bias. Leavy (2018) stressed ensuring 
gender balance to stave off algorithm bias which perpetuates 
disadvantage to women in AI-driven tools.

The study’s outcomes accurately reflect a notable reduction in 
communication time attributed to the use of AI tools within family 
dynamics. This reduction is observed to correlate with changes in the 
frequency and nature of positive emotional language used among 
family members (63.3%). Specifically, AI tools streamline 
communication processes, allowing for quicker information exchange 
and task completion, which in turn may influence the tone and 
emotional dynamics of interactions (65.3%).

The study underscores that while AI facilitates efficiency in 
communication, its impact on the use of positive emotional language 
varies and requires nuanced exploration across different family 
contexts and interaction patterns. De Lima et al. (2023) underscored 
that mostly the AI models are impacted by societal, technical, and 
individual bias in the technical and societal perspective which can 
be staved off through debiasing, and inculcating gender sensitivity (De 
Lima et al. (2023), fairness in AI development (Nadeem et al., 2020) 
and opting a feminist lens and affective labor concept (Manasi et al., 
2022). These results are similar to the study by Zhai and Wibowo 
(2023) who studied the efficacy of AI based on six dimensions which 
were technological integration, task designs, students’ engagement, 
learning objectives, technological limitations, and the novelty effect. 
The study documented the effectiveness of the AI dialog system but 
suggested introducing features related to culture, empathy, and humor 
to provide a realistic learners’ experience. It asserted that the adoption 
of the AI system in communication and language acquisition in 
Saudi Arabia was in its initial stage (Zhai and Wibowo, 2023).

The results of Urlaub and Dessein (2022) are dissimilar to the 
present study as it pinpointed the probability of bias and concerns 
related to transparency, and fairness as a result of the advent of more 
advanced and capable translation assistants dealing with multilingual 
translation tasks despite their significance. They indicated the 
overreliance on the technology of machine translation without 
considering the limitations of machines in handling cultural and 
linguistic complexities (Urlaub and Dessein, 2022). Therefore, 
sensitization is needed to be  familiar with the limitations of 
technology, the richness of human interaction in an authentic way, 
and humanistic communication (Huang, 2022) with a balanced and 
blended approach to human creativity, critical thinking, and AI (Jiang, 
2022). Beyond family communication, Murero et  al. (2020), 
documented the significance of Voiceitt® which is used for 
non-standard speech recognition. This tool served as the 
Augmentative Alternative Communication (AAC) technology to 
be  used for people having speech impairments which has been 
initiating ease and quality in the lives and services of patients, their 
caregivers, and societies (Murero et al., 2020).

4.1 Strengths and limitations

The contribution of this study lies in updating the communication 
literature about AI usage in family communication. The paper adopts 
an unconventional and more nuanced approach to assess different 
dimensions of AI independently and their relevance in communication 
taking place in a family. It provided the results related to different 
dimensions of AI and the way they affect it. Therefore, this serves as a 
novel attempt to explore the impact of different AI dimensions on 
family communication. It provides novel insights for developers, 
researchers, field experts, and decision-makers to scrutinize the role 
of different dimensions of AI in family communication. The emphasis 
on the necessity of AI in the practical implementation of technology 
development highlights its role in enhancing efficiency, accessibility, 
and personalization in various domains, including family 
communication. By addressing specific needs and challenges within 
family dynamics, AI can offer valuable tools that streamline tasks, 
improve accessibility for all members, and customize interactions 
based on individual preferences. However, careful consideration of 
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ethical implications, privacy concerns, and potential biases is crucial 
in developing AI technologies that responsibly integrate into family 
life. Balancing the benefits of AI with these considerations ensures that 
its implementation aligns with the diverse needs and values of families 
while promoting positive outcomes in communication and interaction.

However, the study got its empirical findings through survey 
observations not supported by interviews which serves as its 
limitations. Furthermore, the use of convenience sampling via social 
media and family-oriented forums introduces selection bias, limiting 
the sample’s diversity and generalizability. This recruitment method 
may result in a biased sample, as participants from these platforms 
may have different attitudes and experiences with AI compared to 
those who do not engage with these platforms, thereby affecting the 
study’s external validity.

4.2 Future researches

Since studying the dimensions of AI is a new aspect of research, 
there is a huge potential for researchers to explore other phenomena 
in the domain of family communication. Future studies can 
be conducted with a greater sample size with a mixed-method study 
design. Moreover, employing a mixed-method approach, i.e., surveys 
and interviews can add further interesting and useful insights to the 
literature on family communication with the integration of AI.

Additionally, advanced analysis techniques like Partial Least 
Squares (PLS) or Structural Equation Modeling (SEM) with AMOS 
are recommended over SPSS for more robust insights. These methods 
offer superior capabilities for path analysis, moderation, and 
mediation analysis, which are crucial for understanding complex 
relationships among variables. Employing these techniques will 
enhance the reliability and validity of constructs related to AI usage 
and provide deeper insights into the impact of AI on 
family communication.

Further, in future research, the longitudinal study should 
be designed to assess changes in attitudes and behaviors over time, 
providing a more comprehensive understanding of the long-term 
impact of AI on family communication dynamics.

5 Conclusion

This study presents empirical findings highlighting the positive 
impact of various dimensions of AI on family communication. The 
research reveals that AI technologies have significantly enhanced 
communication effectiveness and interpersonal perceptions among 
family members since their adoption. However, it also identifies 
critical policy concerns regarding data protection and storage 
associated with AI devices. These concerns stem from insufficient 
knowledge about privacy policies and a lack of transparency in related 

mechanisms. Moreover, the study uncovers a growing dependency 
among family members on AI devices, driven by their reliance on the 
automatic features offered by these tools.

Data availability statement

The raw data supporting the conclusions of this article will 
be made available by the authors, without undue reservation.

Author contributions

NA: Formal analysis, Funding acquisition, Project administration, 
Resources, Writing – original draft, Writing – review & editing.

Funding

The author(s) declare that no financial support was received for 
the research, authorship, and/or publication of this article.

Acknowledgments

The author is very thankful to all the associated personnel in any 
reference that contributed to/for this research.

Conflict of interest

The author declares that the research was conducted in the 
absence of any commercial or financial relationships that could 
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the authors 
and do not necessarily represent those of their affiliated organizations, 
or those of the publisher, the editors and the reviewers. Any product 
that may be evaluated in this article, or claim that may be made by its 
manufacturer, is not guaranteed or endorsed by the publisher.

Supplementary material

The Supplementary material for this article can be found online 
at: https://www.frontiersin.org/articles/10.3389/frai.2024.1398960/
full#supplementary-material

References
Afifi, T. D., Zamanzadeh, N., Harrison, K., and Callejas, M. A. (2018). WIRED: the impact 

of media and technology use on stress (cortisol) and inflammation (interleukin IL-6) in 
fast-paced families. Comput. Hum. Behav. 81, 265–273. doi: 10.1016/j.chb.2017.12.010

Ahmad, S. F., Han, H., Alam, M. M., Rehmat, M., Irshad, M., Arraño-Muñoz, M., et al. 
(2023). Impact of artificial intelligence on human loss in decision making, laziness, and 
safety in education. Hum. Soc. Sci. Commun. 10, 1–14. doi: 10.1057/s41599-023-01787-8

Asif, M., and Gouqing, Z. (2024). Innovative application of artificial intelligence in a 
multi-dimensional communication research analysis: a critical review. Discov. Artif. 
Intell. 4, 1–30. doi: 10.1007/s44163-024-00134-3

Bergert, C., Köster, A., Krasnova, H., and Turel, O. (2020). Missing out on life: parental 
perceptions of Children's Mobile technology use. In: Wirtschaftsinformatik (Zentrale 
Tracks), pp. 568–583).

https://doi.org/10.3389/frai.2024.1398960
https://www.frontiersin.org/journals/Artificial-intelligence
https://www.frontiersin.org
https://www.frontiersin.org/articles/10.3389/frai.2024.1398960/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/frai.2024.1398960/full#supplementary-material
https://doi.org/10.1016/j.chb.2017.12.010
https://doi.org/10.1057/s41599-023-01787-8
https://doi.org/10.1007/s44163-024-00134-3


Alfeir 10.3389/frai.2024.1398960

Frontiers in Artificial Intelligence 10 frontiersin.org

Boden, M. A. (1996). Artificial intelligence. Amsterdam, Netherlands: Elsevier.

Brito, R., and Dias, P. (2020). “Which apps are good for my children?” how the parents 
of young children select apps. Int. J. Child Comput. Interact. 26:100188. doi: 10.1016/j.
ijcci.2020.100188

Butow, P., and Hoque, E. (2020). Using artificial intelligence to analyze and teach 
communication in healthcare. Breast 50, 49–55. doi: 10.1016/j.breast.2020.01.008

Carvalho, J., Francisco, R., and Relvas, A. P. (2015). Family functioning and 
information and communication technologies: how do they relate? A literature reviews. 
Comput. Hum. Behav. 45, 99–108. doi: 10.1016/j.chb.2014.11.037

Dattathrani, S., and De, R. (2023). The concept of agency in the era of artificial 
intelligence: dimensions and degrees. Inf. Syst. Front. 25, 29–54. doi: 10.1007/
s10796-022-10336-8

Dawaesar, A. (2013). Life in the digital now. New York: TEDx Talk.

De Lima, R. M., Pisker, B., and Corrêa, V. S. (2023). Gender Bias in artificial 
intelligence: a systematic review of the literature. J. Telecommun. Digit. Econ. 11, 8–30. 
doi: 10.18080/jtde.v11n2.690

De Togni, G., Erikainen, S., Chan, S., and Cunningham-Burley, S. (2021). What makes 
AI ‘intelligent’and ‘caring’? Exploring affect and relationality across three sites of 
intelligence and care. Soc. Sci. Med. 277:113874. doi: 10.1016/j.socscimed.2021.113874

Druga, S., Christoph, F. L., and Ko, A. J. (2022). Family as a third space for AI literacies: 
how do children and parents learn about AI together? In: Proceedings of the 2022 CHI 
conference on human factors in computing systems, pp. 1–17.

Ferrara, E., Varol, O., Davis, C., Menczer, F., and Flammini, A. (2016). The rise of 
social bots. Commun. ACM 59, 96–104. doi: 10.1145/2818717

Galaz, V., Centeno, M. A., Callahan, P. W., Causevic, A., Patterson, T., Brass, I., et al. 
(2021). Artificial intelligence, systemic risks, and sustainability. Technol. Soc. 67:101741. 
doi: 10.1016/j.techsoc.2021.101741

Garg, R., Cui, H., Seligson, S., Zhang, B., Porcheron, M., Clark, L., et al. (2022). The last 
decade of HCI research on children and voice-based conversational agents. In: Proceedings of 
the 2022 CHI conference on human factors in computing systems, pp. 1–19.

Goldenthal, E., Park, J., Liu, S. X., Mieczkowski, H., and Hancock, J. T. (2021). Not all 
AI are equal: exploring the accessibility of AI-mediated communication technology. 
Comput. Hum. Behav. 125:106975. doi: 10.1016/j.chb.2021.106975

Gong, W. J., Wong, B. Y. M., Ho, S. Y., Lai, A. Y. K., Zhao, S. Z., Wang, M. P., et al. 
(2021). Family e-chat group use was associated with family well-being and personal 
happiness in Hong Kong adults amidst the COVID-19 pandemic. Int. J. Environ. Res. 
Public Health 18:9139. doi: 10.3390/ijerph18179139

Hata, A., Inam, R., Raizer, K., Wang, S., and Cao, E. (2019). AI-based safety analysis 
for collaborative mobile robots. In: 2019 24th IEEE international conference on emerging 
technologies and factory automation (ETFA), pp. 1722–1729.

Higgins, E. T. (2019). Shared reality: What makes us stronger and tears us apart? 
Oxford, UK: Oxford University Press.

Hodis, G. M., and Hodis, F. A. (2021). Examining motivation predictors of key 
communication constructs: an investigation of regulatory focus, need satisfaction, 
and need frustration. Personal. Individ. Differ. 180:110985. doi: 10.1016/j.
paid.2021.110985

Hohenstein, J., Kizilcec, R. F., DiFranzo, D., Aghajari, Z., Mieczkowski, H., Levy, K., 
et al. (2023). Artificial intelligence in communication impacts language and social 
relationships. Sci. Rep. 13:5487. doi: 10.1038/s41598-023-30938-9

Huang, Y. (2022). Construction of an "interactive" English translation teaching model 
based on data-driven learning. Wirel. Commun. Mob. Comput. 2022, 1–10. doi: 
10.1155/2022/5315110

Jiang, H. (2022). “Analysis of practice model for translation technology teaching based 
on artificial intelligence” in SHS web of conferences. eds. X. Pan and S. Zhao, vol. 140 
(Les Ulis, France: EDP Sciences), 1034.

Jiao, J., Sun, X., Fang, L., and Lyu, J. (2021). An overview of wireless communication 
technology using deep learning. China Commun. 18, 1–36. doi: 10.23919/
JCC.2021.12.001

Kesmodel, U. S. (2018). Cross-sectional studies–what are they good for? Acta Obstet. 
Gynecol. Scand. 97, 388–393. doi: 10.1111/aogs.13331

Koerner, F. A., and Mary Anne, F. (2016). Understanding family communication 
patterns and family functioning: the roles of conversation orientation and conformity 
orientation. Ann. Int. Commun. Assoc. 26, 36–65. doi: 10.1080/23808985.2002.11679010

Leavy, S. (2018). Gender bias in artificial intelligence: the need for diversity and gender 
theory in machine learning. In: Proceedings of the 1st international workshop on gender 
equality in software engineering, pp. 14–16.

Lee, D., and Yoon, S. N. (2021). Application of artificial intelligence-based technologies 
in the healthcare industry: opportunities and challenges. Int. J. Environ. Res. Public 
Health 18:271. doi: 10.3390/ijerph18010271

Liao, Q. V., Subramonyam, H., Wang, J., and Wortman Vaughan, J. (2023). Designerly 
understanding: information needs for model transparency to support design ideation for 
AI-powered user experience. In Proceedings of the 2023 CHI conference on human 
factors in computing systems, pp. 1–21.

Liu, Y. L., Huang, L., Yan, W., Wang, X., and Zhang, R. (2022). Privacy in AI and the 
IoT: the privacy concerns of smart speaker users and the personal information 
protection law in China. Telecommun. Policy 46:102334. doi: 10.1016/j.telpol.2022.102334

Manasi, A., Panchanadeswaran, S., Sours, E., and Lee, S. J. (2022). Mirroring the bias: 
gender and artificial intelligence. Gend. Technol. Dev. 26, 295–305. doi: 
10.1080/09718524.2022.2128254

Mullan, K., and Chatzitheochari, S. (2019). Changing times together? A time-diary 
analysis of family time in the digital age in the United Kingdom. J. Marriage Fam. 81, 
795–811. doi: 10.1111/jomf.12564

Murero, M., Vita, S., Mennitto, A., and D'Ancona, G. (2020). Artificial intelligence for 
severe speech impairment: Innovative approaches to AAC and communication.

Nadeem, A., Abedin, B., and Marjanovic, O. (2020). Gender Bias in AI: A review of 
contributing factors and mitigating strategies.

Ntoutsi, E., Fafalios, P., Gadiraju, U., Iosifidis, V., Nejdl, W., Vidal, M. E., et al. (2020). 
Bias in data-driven artificial intelligence systems—an introductory survey. Wiley 
Interdiscip. Rev. 10:e1356. doi: 10.1002/widm.1356

Park, S., and Lim, Y. K. (2020). Investigating user expectations on the roles of family-
shared AI speakers. In: Proceedings of the 2020 CHI conference on human factors in 
computing systems, pp. 1–13.

Peter, J., and Kühne, R. (2018). The new frontier in communication research: why 
we should study social robots. Media Commun. 6, 73–76. doi: 10.17645/mac.v6i3.1596

Robinson, W. S. (2014). “Philosophical challenges” in Cambridge handbook of artificial 
intelligence. ed. K. Frankish (Cambridge, UK: Cambridge University Press), 64–86.

Schriever, V. (2021). Early childhood teachers’ perceptions and management of 
parental concerns about their child’s digital technology use in kindergarten. J. Early 
Child. Res. 19, 487–499. doi: 10.1177/1476718X211030315

Schutz, P. A. (2014). Inquiry on teachers' emotions. Educ. Psychol. 49, 1–12. doi: 
10.1080/00461520.2013.864955

Shneiderman, B. (2020). Bridging the gap between ethics and practice: guidelines for 
reliable, safe, and trustworthy human-centered AI systems. ACM Trans. Interact. Intell. 
Syst. 10, 1–31. doi: 10.1145/3419764

Sternberg, R. J. (2000). The Theory of Successful Intelligence. Gifted Education 
International. 15, 4–21. doi: 10.1177/026142940001500103

Straw, I., and Callison-Burch, C. (2020). Artificial intelligence in mental health and 
the biases of language-based models. PLoS One 15:e0240376. doi: 10.1371/journal.
pone.0240376

Taherdoost, H. (2016). Sampling methods in research methodology; how to choose a 
sampling technique for research. How to choose a sampling technique for research.

Tammisalo, K., and Rotkirch, A. (2022). Effects of information and communication 
technology on the quality of family relationships: a systematic review. J. Soc. Pers. Relat. 
39, 2724–2765. doi: 10.1177/02654075221087942

Urlaub, P., and Dessein, E. (2022). Machine translation and foreign language 
education. Front. Artif. Intell. 5:936111. doi: 10.3389/frai.2022.936111

Vincent-Lancrin, S., and Van der Vlies, R. (2020). Trustworthy artificial intelligence 
(AI) in education: Promises and challenges.

Wald, R., Piotrowski, J. T., Araujo, T., and van Oosten, J. M. (2023). Virtual assistants in the 
family home. Understanding parents’ motivations to use virtual assistants with their child 
(dren). Comput. Hum. Behav. 139:107526. doi: 10.1016/j.chb.2022.107526

Wang, J., Tang, W., Han, Y., Jin, S., Li, X., Wen, C. K., et al. (2021). Interplay between 
RIS and AI in wireless communications: fundamentals, architectures, applications, and 
open research problems. IEEE J Sel Areas Commun 39, 2271–2288. doi: 10.1109/
JSAC.2021.3087259

Xiao, H., Wang, Z., Tian, W., Liu, X., Liu, W., Jin, S., et al. (2021). AI enlightens 
wireless communication: analyses, solutions, and opportunities on CSI feedback. China 
Commun. 18, 104–116. doi: 10.23919/JCC.2021.11.008

Zhai, C., and Wibowo, S. (2023). A systematic review on artificial intelligence dialogue 
systems for enhancing English as foreign language students’ interactional 
competence in the university. Comput. Educ. Artif. Intell. 4:100134. doi: 10.1016/j.
caeai.2023.100134

https://doi.org/10.3389/frai.2024.1398960
https://www.frontiersin.org/journals/Artificial-intelligence
https://www.frontiersin.org
https://doi.org/10.1016/j.ijcci.2020.100188
https://doi.org/10.1016/j.ijcci.2020.100188
https://doi.org/10.1016/j.breast.2020.01.008
https://doi.org/10.1016/j.chb.2014.11.037
https://doi.org/10.1007/s10796-022-10336-8
https://doi.org/10.1007/s10796-022-10336-8
https://doi.org/10.18080/jtde.v11n2.690
https://doi.org/10.1016/j.socscimed.2021.113874
https://doi.org/10.1145/2818717
https://doi.org/10.1016/j.techsoc.2021.101741
https://doi.org/10.1016/j.chb.2021.106975
https://doi.org/10.3390/ijerph18179139
https://doi.org/10.1016/j.paid.2021.110985
https://doi.org/10.1016/j.paid.2021.110985
https://doi.org/10.1038/s41598-023-30938-9
https://doi.org/10.1155/2022/5315110
https://doi.org/10.23919/JCC.2021.12.001
https://doi.org/10.23919/JCC.2021.12.001
https://doi.org/10.1111/aogs.13331
https://doi.org/10.1080/23808985.2002.11679010
https://doi.org/10.3390/ijerph18010271
https://doi.org/10.1016/j.telpol.2022.102334
https://doi.org/10.1080/09718524.2022.2128254
https://doi.org/10.1111/jomf.12564
https://doi.org/10.1002/widm.1356
https://doi.org/10.17645/mac.v6i3.1596
https://doi.org/10.1177/1476718X211030315
https://doi.org/10.1080/00461520.2013.864955
https://doi.org/10.1145/3419764
https://doi.org/10.1177/026142940001500103
https://doi.org/10.1371/journal.pone.0240376
https://doi.org/10.1371/journal.pone.0240376
https://doi.org/10.1177/02654075221087942
https://doi.org/10.3389/frai.2022.936111
https://doi.org/10.1016/j.chb.2022.107526
https://doi.org/10.1109/JSAC.2021.3087259
https://doi.org/10.1109/JSAC.2021.3087259
https://doi.org/10.23919/JCC.2021.11.008
https://doi.org/10.1016/j.caeai.2023.100134
https://doi.org/10.1016/j.caeai.2023.100134

	Dimensions of artificial intelligence on family communication
	1 Introduction
	1.1 Research objectives

	2 Literature review
	3 Methodology
	3.1 Study design
	3.2 Sampling technique
	3.3 Study participants
	3.4 Study tool
	3.5 Pilot test
	3.6 Data collection
	3.7 Data analysis
	3.8 Ethical considerations
	3.9 Results

	4 Discussion
	4.1 Strengths and limitations
	4.2 Future researches

	5 Conclusion

	References

