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I know what I shouldn’t say, but 
what should I say? An approach 
to present results without 
statistical significance
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There has been an important move away from the term “statistical significance” 
in the scientific and statistical community. The desire to “retire 0.05” is rooted in 
improving scientific reporting by ensuring that researchers report more information 
than simply whether a p-value passes a specific threshold. At the same time, the 
desire to stop using statistical significance has led to uncertainty regarding how 
to present results. In this paper, a two dimensional classification scheme using 
the estimated association and p-value/confidence interval is proposed to provide 
guidance regarding how to report results from studies.
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Introduction

Many researchers have learned to use statistical significance as a benchmark when 
performing a data analysis. The most common approach for determination of statistical 
significance is to compare a p-value for a hypothesis test of no association (i.e., a “null” 
hypothesis) between the predictor and the outcome to a type I error rate (or alpha level) 
of 0.05. When the p-value is less than 0.05, the null hypothesis is rejected, and the 
association is deemed to be statistically significant. When the p-value is larger than 0.05, 
the null hypothesis is not rejected, and the association is considered not statistically 
significant. In addition to comparing the p-value to 0.05, statistical significance can also 
be assessed using a 95% confidence interval for the estimated association. If the 95% 
confidence interval does not include the null value, the null hypothesis is rejected 
because the null value is not among the set of plausible values defined by the confidence 
interval. If the 95% confidence interval includes the null value, the null hypothesis is not 
rejected because no association is among the plausible values. Further, the conclusion 
from the 95% confidence interval will agree with the p-value when the two are calculated 
using the same assumptions.

There are numerous potential problems associated with using statistical significance (1). 
First, statistical significance leads to an unnecessary dichotomization of results (2). The strict 0.05 
threshold leads to dramatically different interpretations for studies that are quite similar in terms 
of the results. An unintended consequence of this dichotomization is that researchers will often 
try to find statistical significance so that their results are more impressive. This has led to 
“p-hacking,” which is when researchers try to find an analysis that has a p-value less than 0.05 
(3). Second, statistical significance has been used in many disciplines as a proxy for clinical 

OPEN ACCESS

EDITED BY

Eva Cantoni,  
University of Geneva, Switzerland

REVIEWED BY

Marcos Edgar Herkenhoff,  
University of São Paulo, Brazil

*CORRESPONDENCE

Brian C. Healy  
 bchealy@mgh.harvard.edu

RECEIVED 28 August 2024
ACCEPTED 16 December 2024
PUBLISHED 06 January 2025

CITATION

Healy BC (2025) I know what I shouldn’t say, 
but what should I say? An approach to 
present results without statistical significance.
Front. Appl. Math. Stat. 10:1487750.
doi: 10.3389/fams.2024.1487750

COPYRIGHT

© 2025 Healy. This is an open-access article 
distributed under the terms of the Creative 
Commons Attribution License (CC BY). The 
use, distribution or reproduction in other 
forums is permitted, provided the original 
author(s) and the copyright owner(s) are 
credited and that the original publication in 
this journal is cited, in accordance with 
accepted academic practice. No use, 
distribution or reproduction is permitted 
which does not comply with these terms.

TYPE Perspective
PUBLISHED 06 January 2025
DOI 10.3389/fams.2024.1487750

https://www.frontiersin.org/journals/applied-mathematics-and-statistics
https://www.frontiersin.org/journals/applied-mathematics-and-statistics
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fams.2024.1487750&domain=pdf&date_stamp=2025-01-06
https://www.frontiersin.org/articles/10.3389/fams.2024.1487750/full
https://www.frontiersin.org/articles/10.3389/fams.2024.1487750/full
https://www.frontiersin.org/articles/10.3389/fams.2024.1487750/full
https://www.frontiersin.org/articles/10.3389/fams.2024.1487750/full
mailto:bchealy@mgh.harvard.edu
https://doi.org/10.3389/fams.2024.1487750
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/applied-mathematics-and-statistics#editorial-board
https://www.frontiersin.org/journals/applied-mathematics-and-statistics#editorial-board
https://doi.org/10.3389/fams.2024.1487750


Healy 10.3389/fams.2024.1487750

Frontiers in Applied Mathematics and Statistics 02 frontiersin.org

relevance, even though statistical significance alone does not provide 
information regarding the clinical meaningfulness of an association (4). 
Third, studies that show no statistically significant difference can be very 
different in terms of the range of plausible values, but statistical 
significance provides no information about these differences (5). A 
p-value larger than 0.05 can occur due to small sample size, large 
amount of variability, small true association, or a combination of these 
three factors, but the scientific interpretation should change based on 
the reason for the p-value being larger than 0.05. Fourth, reliance on 
statisticial significance has led to confusion regarding replication 
because two studies with very similar estimates of the association may 
have different conclusions related to statistical significance.

The American Statistical Association has advocated for a move 
away from 0.05 and statistical significance (6). This change will lead 
to better reporting of results, but it leaves researchers trying to present 
their results in a fair and accurate manner without the easy guide of 
statistical significance. In the ASA’s paper, they described how there 
are many things that we should not do, and the guidance regarding 
what to do (“Accept uncertainty, Be thoughtful, open and modest: 
ATOM”) is helpful (6). Unfortunately, there is still a gap in terms of 
what a researcher should report.

In this paper, I advocate using a classification scheme that can 
be used in place of statistical significance and provide examples using 
the traditional statistical significance threshold as well as the 
alternative approach. The new framework combines a classification of 

the estimated strength of the association with a classification of the 
p-value/confidence interval to provide guidance for researchers about 
how to report study results. Although this framework uses cut-offs for 
guidance, I  hope that different fields will use different cut-offs to 
ensure that the framework can be tailored to each field.

Example study results

To motivate this discussion, I  present the results from four 
hypothetical placebo-controlled randomized clinical trials with the 
estimates, 95% confidence intervals and p-values presented in Table 1. 
Each subject is classified as having the event of interest (“Yes”) or not 
having the event of interest (“No”). The corresponding 2×2 table for 
each of these studies is also provided. Each study has an estimated risk 
ratio of 0.8, but there is a large difference in the width of the confidence 
intervals and p-values across studies. Using statistical significance as 
the approach for classification (second column of Table 1), the first 
two studies lead to the same interpretation despite the large difference 
in the confidence intervals and p-values. Further, the last two studies 
also lead to the same interpretation despite a similarly large difference 
in the confidence intervals and p-values. In fact, the two studies that 
are the most similar in terms of the results are studies 2 and 3, but 
these studies result in the opposite conclusions when statistical 
significance is the focus of the interpretation.

TABLE 1 Results from a set of studies with the traditional interpretation and the proposed interpretations.

Estimate (95% CI); p-value Interpretation with 
focus on statistical 
significance

Proposed 
interpretation

Classification of 
study

Txt Pla Total We found no statistically 

significant difference between 

the groups.

Our study estimated a relative 

risk of 0.8, but the confidence 

interval is wide enough to 

include both a large benefit or 

harm. This study is 

inconclusive with regards to 

the association.

Moderate estimated 

association, but inconclusive 

regarding an association
Yes 8 10 18

No 92 90 192

Total 100 100 200

RR = 0.8; 95% CI: 0.33, 1.94; p = 0.62

Txt Pla Total We found no statistically 

significant difference between 

the groups.

Our study estimated a relative 

risk of 0.8 with a range of 

plausible values between 0.65 

and 1.01. This indicates a 

possible association.

Moderate estimated 

association and possible 

association
Yes 72 90 162

No 108 90 198

Total 180 180 360

RR = 0.8; 95% CI: 0.64, 1.01; p = 0.057

Txt Pla Total We found a statistically 

significant difference between 

the groups.

Our study estimated a relative 

risk of 0.8 with a range of 

plausible values between 0.66 

and 0.99. This indicates a 

possible association.

Moderate estimated 

association and possible 

association
Yes 80 100 180

No 120 100 220

Total 200 200 400

RR = 0.8; 95% CI: 0.64, 0.99; p = 0.044

Txt Pla Total We found a statistically 

significant difference between 

the groups.

Our study estimated a relative 

risk of 0.8 with a range of 

plausible values between 0.75 

and 0.86. This is in favor of an 

association.

Moderate estimated 

association and in favor of an 

association
Yes 800 1,000 1800

No 1,200 1,000 2,200

Total 2,000 2,000 4,000

RR = 0.8; 95% CI: 0.75, 0.86; p < 0.001
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Alternative approach for classification of 
study results

An alternative approach for classification of studies is provided in 
Figure 1. In Figure 1A, we classify the results along two dimensions 
using the estimated association and the p-value/confidence interval. 
The estimated association could be a risk ratio or risk difference with 
a dichotomous predictor/dichotomous outcome, a mean difference or 
Cohen’s d with a dichotomous predictor/continuous outcome or a 
Pearson’s correlation coefficient or R2 with a continuous predictor/
continuous outcome. The classification of the estimated association as 
weak, moderate, and strong will depend on the scientific question, and 
I provide an example of the classification for multiple sclerosis (MS) 
in a subsequent section. The cells of Figure 1A have been color coded 
to identify the different results that might occur in a study. In addition, 
Figure 1B provides examples of estimates and confidence intervals 
that correspond to each of the cells of Figure 1A. The number and 
color match between the two panels of the figure to aid in connecting 
the parts of the figure. For each row in Figure 1B, the estimate is 
shown by the star, and the confidence interval is shown by the length 
of the line. A key aspect to note is that when a p-value and estimated 
association are specified in Figure  1A, there is a corresponding 
confidence interval that can be inferred, and an example confidence 
interval is provided in Figure 1B.

In the first column of Figure 1A (green cells) and the first three 
estimates in Figure 1B (estimates and confidence intervals #1–3), we are 
focused on studies with a small p-value, but the estimated association 
can be weak, moderate or strong. When there is a weak association and 
a small p-value, the confidence interval must be narrow because we can 
only obtain a small p-value with a weak association if there is a narrow 
confidence interval (estimate and confidence interval #1). Therefore, 
despite the weak association, the narrow confidence interval will 
indicate that all the plausible values are consistent with the weak (or 

potentially moderate) association. For the moderate and strong 
associations (estimates and confidence intervals #2–3), a small p-value 
could occur with either a narrow or wide confidence interval, but the 
range of the confidence interval would indicate a likely moderate or 
strong association. For all of the green estimates and confidence 
intervals, we can rule out a negative association because a negative 
association is inconsistent with the respective confidence intervals.

In the second column of Figure 1A (orange cells) and next three 
estimates and confidence intervals in Figure  1B (estimates and 
confidence intervals #4–6), the p-values are between 0.01 and 0.2. The 
value of 0.2 was chosen for the upper limit of this interval because this 
is the type I error rate used in some phase II cancer clinical trials (7). 
In these cases, “no association” is close to the boundary of the 
confidence interval, either being included or not included in the 
confidence interval. Since “no association” is close to the boundary, 
the results are classified as possible. Further, the confidence interval 
will rule out a moderate to strong association in the opposite direction 
because the confidence interval will not include any values in 
this range.

For the third column, the estimated association impacts the 
interpretation more directly. When the p-value is larger than 0.2 and the 
estimated association is weak (blue cell of Figure  1A), we  need to 
consider the width of the confidence interval as a third feature when 
determining the classification. When the confidence interval is wide, 
positive and negative associations will be consistent with the data so the 
results are inconclusive regarding the association (estimate and 
confidence interval #7). When the confidence interval is narrow, the 
range of the confidence interval will only include a weak positive or weak 
negative association, and this would be consistent with no or a weak 
association (estimate and confidence interval #8). This would be similar 
to an equivalence study showing that the confidence interval is fully 
within certain bounds, showing equivalence. When the p-value is larger 
than 0.2 and the estimated association is moderate or strong (red cells of 

FIGURE 1

Classification of association and p-value. (A) Table with columns defined by p-value and rows defined by estimated association. The colors inside the 
table indicate the types of results that could be observed. The numbers refer to the estimates and confidence intervals in panel (B). (B) Estimate and 
confidence interval for 10 possible scenarios. Estimate is shown by the star. Width of the 95% confidence interval is shown by the length of the line.
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Figure 1A), the confidence interval needs to be sufficiently wide that 
we must consider the study inconclusive. The estimates and confidence 
intervals #9–10 in Figure 1B show the extremely wide interval needed 
for a high p-value with a moderate to strong estimated association.

Once a study is classified, the third and fourth columns of Table 1 
provide example language for describing the results based on the 
classification of the studies. The write-up for each study has two 
components. First, the strength of the estimated association is listed. 
Second, the classification of the type of association based on the 
p-value and confidence interval is provided.

Example for classification of estimated 
association dimension

The cut-offs for classification of the estimated association 
dimension will depend on the effect measure and application area, 
but these will indicate whether the point estimate indicates a 
strong, moderate or weak association. This classification will 
allow the study to describe the clinical relevance of the estimated 
association. To demonstrate how this approach might work in 
practice, I propose cut-offs for risk ratio for a treatment effect on 
relapses in MS, which is the most common neurologic disease 
among young people in the US. There are several treatments for 
MS that have been shown in clinical trials to reduce the relapse 
rate, and these treatments have been comprehensively described 
in several recent network meta-analyses (8, 9). Based on the 2015 
network meta-analysis with relapse rate over 24 months as the 
outcome, the highest efficacy treatments have risk ratios of 0.6 or 
lower compared to placebo, and this result was confirmed in the 
2018 network meta-analysis that added an additional highly 
effective treatment. For the other FDA-approved treatments 
compared to placebo with relapse rate over 24 months as the 
outcome, all treatments considered low efficacy fall between a risk 
ratio of 0.9 and 0.6. Since I will consider high efficacy treatments 
to have a strong effect and other treatments to have a moderate 
effect, I propose a risk ratio of 0.6 as the boundary between strong 
and moderate and a risk ratio of 0.9 as the boundary between 
moderate and weak. For the classifications above 1, the reciprocal 
of 0.9 and 0.6 are proposed (1.11 and 1.67). Using these values for 
the estimated association dimension, we can classify all future 
treatment comparisons in MS using this framework to describe 
the comparison of treatments. An alternative outcome measure in 
MS such as brain atrophy might have different estimated 
association cut-offs so the approach should be  adjusted 
as appropriate.

Discussion

The proposed approach for classification of studies uses a 
combination of the estimated association, p-value, and confidence 
interval to describe the results of a study. The approach also has an 
easy to use visual aid that can help students taking introductory 
statistics courses. Despite these advantages, there are several issues 
with this approach that should be addressed.

Statistical significance used a single 
threshold applied to all scenarios. The 
proposed approach is classifying studies on 
two dimensions with ten groups. Isn’t there 
still a problem with thresholds?

The proposed framework uses two dimensions for classification. 
The p-value/confidence interval dimension is similar to statistical 
significance. The main advantage is that rather than describing studies 
as significant or not, the framework classifies studies into three groups 
to provide additional information regarding the range of values 
consistent with the data. As described in the MS example, the strength 
of the association dimension should be subject area specific, which 
allows the framework to be  tailored to the scientific question. 
Therefore, the framework will vary based on fields to allow the 
classification of strong, moderate, and weak effects based on the 
subject area. Despite the additional flexibility of this approach, 
thresholds are used so some of the challenges associated using 
thresholds remain.

Researchers, especially in clinical trials, 
may prefer to keep statistical significance. 
How does that fit into this framework?

Authors have suggested that statistical significance and the 0.05 
cut-off remains useful in certain settings, such as clinical trials (10). 
The proposed framework can be adjusted to accommodate statistical 
significance by adding a cut-off to the p-value dimension and breaking 
the “possible” dimension (0.01 < p < 0.2) into two parts (0.01 < p < 0.05 
and 0.05 < p < 0.2). This is similar to the “statistical significance” and 
“trend towards statistical significance” (11).

How does this approach work in the 
presence of multiple comparisons?

When a study involves multiple data analyses, alternative cut-off 
values are required for the p-value classification, but the concept 
would be the same. In particular, we would classify the results from 
each of the multiple analyses using the alternative cut-offs based on a 
Bonferroni correction or other approach to handle the p-value 
dimension. Then, the classification of the results for each of the 
analyses would use the estimated association and Bonferroni corrected 
p-value.

How should this approach be used in terms 
of assessment of replication?

An important question when combining information across 
studies is how to determine if two studies have replicated, and 
classification using statistical significance often leads to confusion 
since the focus is the p-value rather than the estimated association. 
By including the magnitude of the estimated association in the 
approach for classification of studies, it should be  easier to 
determine if the studies replicate. As an example, the four studies 
from Table 1 would not appear to replicate when using statistical 
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significance as the benchmark, but using the proposed approach, all 
of the studies would be lead to the same description that there is a 
moderate association even though the studies had differing levels 
of evidence.

What about scientific areas where the 
classification of the estimated association 
is not known?

For new areas of research, the classification of the estimated 
association commonly used for correlation coefficients (12) or Cohen’s 
d (13) can be used.

How would this change impact sample size 
and power calculations?

One challenge in the move away from statistical significance is 
that sample size and power calculations for many studies use the 
reject/fail to reject the null hypothesis framework for calculations. The 
proposed framework provides a straightforward approach to handle 
sample size and power calculations because the researcher would 
specify prior to the study the classification that they would like to 
achieve in the study and perform the calculations accordingly. For 
example, if a researcher wanted to perform a study that would lead to 
evidence in favor of a moderate association, the alpha level and 
estimated association for the corresponding box in Figure 1A can 
be used for the calculation.

Does this approach work with absolute 
difference measures in addition to relative 
measures?

Although the motivating example used risk ratios for comparison 
across the studies, the same approach could be  applied to risk 
difference or other absolute measures.

How can I use this new approach in 
teaching introductory statistics?

Another motivation for this approach is to provide a way for 
teachers of introductory statistics to replace statistical significance that 
is not an oversimplification. The proposed approach provides 
structure while focusing attention on both the estimated association 
and p-value/confidence interval. This will allow students to see the 
extension from statistical significance, which will help with learning. 
In addition, teachers may use the example from Table 1 as a motivation 
for adopting the new approach, and students may use Figure 1 as a 
reference in their own work.

Conclusion

The goal of this paper was to provide an easy-to-use framework 
for the classification of study results for researchers. The framework 
builds on the importance of reporting an estimate, 95% confidence 
interval and p-value and classifies the results using both the estimated 
association as well as the p-value and confidence interval. The 
approach is simple to use given the information provided in Figure 1 
and provides researchers with the appropriate language for describing 
their study results.
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