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Markov Chain Monte Carlo methods have emerged as one of the premier approaches

to estimating posterior distributions for use in Bayesian computations. Unfortunately,

these methods often suffer from slow run times when the data become large or

when the parameter values come from complex distributions. This speed issue has

prevented MCMC analysis from being used to solve some of the most interesting

problems for which its technique is a good fit. We used the Multiple-Try Metropolis

variant of the basic Metropolis Hastings algorithm, which trades off running more parallel

likelihood calculations in favor of a higher acceptance rate and faster convergence

compared to traditional MCMC. We optimized our algorithm to parallelize it and to take

advantage of GPU processing. We applied our approach to parameter estimation for

a Susceptible-Exposed-Infectious-Removed (SEIR) model and forecasting new cases

of COVID-19. In comparison to a fully parallelized CPU implementation, using a single

GPU to execute the simulations resulted in more than a 13x speedup in wall clock time,

running on multiple GPUs resulted in a 36.3x speedup in wall clock time, and using a

cloud-based server consisting of 8 GPUs resulted in a 56.5x speedup in wall clock time.

Our approach shows that MCMC methods can be utilized to tackle problems that were

previously thought to be too computationally intensive and slow.

Keywords: COVID-19, GPU, mathematical modeling, compartment model, markov chain monte carlo, parameter

estimation

1. INTRODUCTION

This paper explores the use of computer algorithm optimization and parallelization to accelerate
large-scale Markov Chain Monte Carlo (MCMC) analyses which were applied to parameter
estimation for a Susceptible-Exposed-Infectious-Removed (SEIR) model and forecasting new cases
of COVID-19. A large quantity of simulations was run to estimate the parameter values in the
SEIR model and increase their accuracy through optimization via graphics processing unit (GPU)
processing and parallelization of both the likelihood function and multiple MCMC chains using a
multiple-try Metropolis (MTM) MCMC algorithm. The key accomplishment of this project was
the application of optimization and parallelization techniques to speed up the MCMC analysis
to the point that it could be used in a large, real-world situation, demonstrating that theoretical
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improvements are now achievable with existing computer
hardware, parallel programming, and GPU acceleration.

MCMC methods have emerged as one of the premier
approaches to estimating posterior distributions for use in
Bayesian computations, which have been useful in a number of
fields, including machine learning [1], physics [2], and systems
biology [3]. Unfortunately, these methods often suffer from slow
run times when the data become large or when the parameter
values come from complex distributions. This speed issue has
prevented MCMC analysis from being used to solve some of
the most interesting problems for which its technique is a good
fit. Finding methods to improve the speed while maintaining
accuracy without bias has been a topic many researchers have
investigated [4, 5]. Other methods have been proposed to
improve the convergence rate, resulting in more accurate results
for the same number of iterations of the MCMC algorithm [6, 7].
The Multiple-Try Metropolis algorithm is one technique that
has arisen that can improve computation speeds through parallel
processing because the algorithm itself is highly parallelizable
[8]. While parallelizing computations will inevitably reduce
computational time, we have sought to increase speed further
by optimizing the code to also leverage hardware advances to
decrease the time it takes for analysis by running on GPUs.

The idea for the MCMC method used in this example
comes from a source-reconstruction plume dispersion model
currently in development. This original work takes a time series
of chemical concentration signals recorded by field sensors at
known locations. It then works backwards from those signals
to estimate the most likely source of the chemical release. An
MCMC chain is used to run the plume model in a forward
direction, and the similarity of the real sensor data to the
estimates from the plumemodel is used as the likelihood function
to infer the most likely parameter values that describe the
chemical release.

In this paper we instead start with a time series of COVID-
19 cases. We then use MCMC to work backward to estimate
SEIR parameter values which works in a similar manner plume
model case. In both cases, the computation of the likelihood
function involves running a complex physics-based simulation
in the forward direction and then using the simulation’s results
to calculate a likelihood. The inclusion of the physics-based
simulation in the likelihood function makes it impractical to use
any MCMC variants, such as Hamiltonian Monte Carlo, which
require the gradient of the likelihood function. At the same
time, these particular physics simulations are simple enough that
running a single instance of them does not require enough work
to fully utilize the hardware of even a single modern GPU.

This creates a particularly challenging problem, because
MCMC methods are inherently sequential algorithms.
Calculating each step of the chain requires knowing the
state of the chain from the previous step as input. This can
make them computationally expensive when analyzing large
datasets and complex parameter sets, making them impractical
in those situations [9]. Many approaches to parallelizing and
accelerating MCMC algorithms have been proposed that mainly
fall into two categories. One approach is to divide the problem
into smaller pieces that can be run independently and in parallel.

The other approach is to use knowledge of the posterior, priors
or other information to accelerate the convergence rate and
reduce the number of iterations required [4, 5]. For example, the
simplest of these approaches is to just run several independent
chains in parallel and then average the results. Alternatively,
one can run multiple interacting chains that share information
at certain points in the step to reduce the number of iterations
required for convergence. Other methods such as Hamiltonian
Monte Carlo (HMC) and No U-Turn Sampling (NUTS) use
auxiliary parameters combined with Hamiltonian dynamics
and the ability to calculate the likelihood function’s gradients to
accelerate convergence [10, 11].

Our approach to accelerating the SEIR-based MCMC chains
was twofold. First, we used multiple parallel chains that
synchronize on each iteration before the next proposal point is
drawn. During the drawing of the proposal point, each chain
uses the other chain locations as samples to estimate the local
parameter covariances. This allows us to use a multivariate
Gaussian proposal distribution that more closely estimates the
target posterior at each step. Second, we used theMTM variant of
the basic Metropolis Hastings (MH) algorithm [8, 12]. The MTM
algorithm trades off runningmore parallel likelihood calculations
in favor of a higher acceptance rate, faster convergence, and
fewer total iterations compared to traditional MCMC. We then
optimized our algorithm to parallelize it from the top down
with a synchronization point in the likelihood function just
prior to starting the SEIR model simulations. This allowed us to
simultaneously launch an entire ensemble of SEIR simulations
that need to be run on GPU. The entire ensemble could then be
solved in parallel using the fine-grained data parallel execution
model of GPUs as opposed to the independent course-grained
task parallel model of central processing units (CPUs).

2. MATERIALS AND METHODS

2.1. Background
2.1.1. SEIR Applications
Prior to this research, IEM had developed a tool (BioSim) that
allows users to quickly and efficiently build epidemiological
compartment models with any number of compartments
and connections, and leverages the computational power of
Nvidia GPUs to significantly accelerate solving ensembles of
compartment model problems in parallel. The application of this
research was to explore methods for applying parallel solutions of
compartment models to estimating parameters and forecasting
new cases of the COVID-19 pandemic using recent confirmed
case counts.

The BioSim tool was built with three key unique components
over existing and traditional SEIR models. First, the model
itself has been parallelized and optimized to run ensembles of
simulations multi-threaded on CPU, or on GPU for additional
speedup, allowing large numbers of simulations to be run
quickly. This aspect is important for MCMC and other analyses
that require large volumes of data. Next, BioSim supports
aged transitions. That is, individuals move from compartments,
but also with reference to their time in the compartment.
This blends the standard compartment model concept with an
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agent-based approach, as transitions between compartments are
controlled at the agent level. A third addition to BioSim which
is not found in existing SEIR modeling tools is the ability to
allocate resources and have those resource allocations impact the
outbreak. Resources include things like vaccines, hospital beds,
and treatment availability.

A number of other SEIR tools and packages are currently
available. They include: for R, the plotSIRModel package [13] that
plots Markov chain SEIR models; for Python, the SEIR package
[14] for building SEIR models within Python, and the Cornell
multi-region SEIR model with mobility [15], a web page that
allows users to build and observe SEIR models online. Many
researchers also use ordinary differential equation (ODE) solvers
available as packages in several different languages (such as
Python, R, and C++) to build their own SEIR models.

2.1.2. GPU Accelerated MCMC Applications
In 2013, Hall et al. proposed a Metropolis Monte Carlo (MMC)
method for running molecular simulations [16]. Their approach
used CUDA to run their CPU-GPU algorithm, with special
manipulation of the GPU memory to decrease the use of system
memory and swapping across devices. The system is designed
with one GPU per CPU process. The GPU is tasked with
parallelizing parts of the likelihood function asynchronous to
the CPU, and the CPU is responsible for running the parts of
the likelihood function that cannot be efficiently parallelized
before synchronizing with the GPU and combining the results.
This approach parallelizes only portions of the inner likelihood
function running the molecular simulations while each step of
the MCMC algorithm is computed sequentially on the CPU.
This is feasible in their use case because the molecular dynamics
simulations run during the likelihood function calculation were
sufficiently complex to provide enough parallel work that the
GPU was fully utilized.

Our use case involves solving an SEIR model during the
likelihood function calculation. In our case, and many like it, the
amount of work required for a single simulation is not sufficient
to completely utilize even a single GPU. Running ensembles of
many independent simulations simultaneously and in parallel
can increase GPU utilization. Even so, it may still require several
hundreds to several thousands of independent simulations in an
ensemble before GPU acceleration becomes beneficial. In order
to efficiently use the GPUs in these cases, the parallelization
cannot be limited to just the likelihood function as in Hall et al
[16]. It must rather be moved up a level to include portions of the
MCMC algorithm itself.

2.2. Methods
In this section we introduce our method, which can be broken
into four separate tasks:

1. Choosing an epidemiological model for taking a set of input
parameter values and modeling data such as cumulative case
counts over time

2. Implementing a parallelized modified MCMC analysis to
estimate epidemiological model parameter values that best fit
historic reported data

3. Developing an epidemiological model ’restart’ method which
allows tracking changes in epidemiological model parameters
over time by using MTM-MCMC to fit parameters in a series
of overlapping windows of historical data

4. Applying these techniques to first estimate the best model
parameters to fit historic values and then using those
parameters to project future parameter values and case counts.

Optimizing the epidemiological model and MCMC analysis
algorithms to run on GPU hardware is also included in the
activities of the first two tasks.

2.2.1. Epidemiological Model
The IEM BioSim tool was used to build the standard SEIR model
defined by the system of ordinary differential (Equation 1) [17].

S′ = −
βIS

N
,

E′ =
βIS

N
− µE,

I′ = µE− γ I,

R′ = γ I

(1)

We begin each of the simulations with the entire population
susceptible, except for a single person in exposed. The simulation
start date that this occurs on is one of our inferred MCMC
parameters. We used an estimate of 5.2 days as both the latent
period 1/µ and infectious period 1/γ [18]. We then allow
the transmissibility β(t) to be a function of time instead of a
constant as is typical with SEIR models. The rationale behind
this is that while the biological factors affecting transmissibility
are unlikely to change much over time, there are a multitude
of social, behavioral and political factors that do. Mask wearing,
social distancing, school closings and vaccinations, to name a
few, can all dramatically change the transmissibility on very short
time scales. They tend to not stay constant over the course of an
outbreak. Rather than attempt to account for all of these factors,
we simply used a general parameterized function β(t; θβ ) for the
transmissibility and then used case data and MCMC to work
backward to infer the parameter θβ .

While the BioSim tool is capable of being generalized to any
number of compartments and supports resource constraints and
aged transitions between compartments, for this problem we
chose to use a simple SEIR model to minimize the assumptions
in the epidemiological model. All of the methods discussed
are applicable to arbitrarily complex epidemiological models.
We have successfully tested the methods using epidemiological
models that include factors such as hospitalization and ICU
admission, deaths, asymptomatic cases, and vaccinations, for
instance. For the context of the current discussion however, a
simple SEIR model illustrates all of the important issues.

2.2.2. Multiple-Try Metropolis Markov Chain Monte

Carlo Method
In order to find the most likely values of our epidemiological
model parameters that explain the observed data and to quantify
the uncertainty in those values, we employ the use of an MCMC
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method. MCMC provides several important benefits over other
optimization algorithms, including but not limited to

• MCMC can locate not only the optimal solution to some
likelihood function but also estimates the shape of the entire
posterior probability function π(θ |y) of some parameters θ

given some observed data y.
• There are versions of the algorithm that do not rely on the

ability to calculate or estimate any derivatives of the likelihood
function, allowing for more complicated functions to be used.
In our case, the likelihood function uses the solution to our
SEIR model.

• The MTM variant of the standard MCMCmethod that we use
provides a significant level of parallel computation well suited
for execution on GPUs.

We used a variation of the MTM algorithm [12] that is similar to
the methods described in Martino et al. [19], Calderhead et al.
[20], and Corander et al. [6]. The core idea of MTM is that
instead of evaluating a single proposal parameter set at each
iteration it evaluates multiple proposals in parallel. Once the
likelihood of each proposal is calculated, it can be shown that the
likelihood values can be used to choose a single proposal and an
acceptance rate in a way such that the stationary distribution of
the chain matches the target posterior. The reason we chose the
MTM variant over the traditional MH is that it trades parallelism
for total likelihood function evaluations. The MTM variant
will typically have to perform more total likelihood function
evaluations to achieve the same level of convergence as compared
to the standardMH. However, because the likelihood evaluations
at each iteration of MTM can be computed in parallel, and fewer
MTM iterations are required to reach convergence, the MTM
algorithm can more effectively utilize a multi-core CPU or GPU.

The variation of MTM-MCMC analysis listed in Algorithm 1

is used in this paper and can be generalized to any problem by
simply changing the likelihood function. Most of Algorithm 1 is
run on the CPU with no optimization, the exception being the
likelihood calculation L(y|θ). Even so, the CPU portion is still
responsible for less than 6% of the total runtime in all of our
GPU benchmark tests. However, the problem-specific likelihood
function is both optimized and parallelized to run on GPU and is
responsible for the remaining compute time in our benchmarks.

The likelihood function L(y|θ) and prior probability pdf
g(θ) are problem specific. The proposal pdf Q(θ |2) can be
chosen for the specific problem being solved, but there are
generalizable options available. In the tests for this paper, we
chose to use the simple and generalized form of a multivariate
normal distribution

Q(θ |2) = N (θ ,3) (2)

where 3 is the estimated sample covariance matrix of the Nc

chain samples 2 = [θ (1), . . . , θ (Nc)].

2.2.3. Time Varying SEIR Model Parameters
One of the main aspects of the COVID-19 outbreak we are trying
to capture is the time-varying nature of the model parameters.
In particular, we know that the effective reproductive number,

Algorithm 1: Variation of the Multiple-Try Metropolis
Algorithm with Nt tries and Nc chains. It is identical to
the traditional Metropolis Hastings MCMC algorithm in
the case where Nt = 1 and Nc = 1, and is identical to
the Multiple-Try Metropolis Algorithm in the case where
Nt > 1 and Nc = 1. Increasing either Nt or Nc will
also increase the amount of computational work required
per outer NMTM loop. However, increasing either should
result in faster convergence thus requiring fewer total NMTM

iterations. Also, the inner Nc and Nt loops can be computed
in parallel using a single barrier synchronization point.

Data:
Observed data y
Initial Parameters 2(0) = [θ (0,1), . . . , θ (0,Nc)], one for each
chain
Likelihood pdf L(y|θ)
Prior probability pdf g(θ)
Proposal pdf Q(θ |2)

Importance weight function w(θ |2) =
L(y|θ)g(θ)
Q(θ |2)

Result: Parameter samples
2(i) = [θ (i,1), . . . , θ (i,Nc)],∀i ∈ [1, . . . ,NMTM]

for i = 1, . . . ,NMTM do

parfor c = 1, . . . ,Nc do

parfor t = 1, . . . ,Nt do

Draw test sample θ
(t,c)
s ∼ Q(θ

(t,c)
s |2(i−1))

Calculate the test importance weight

I(t,c) = w(θ
(t,c)
s |2(i−1))

end

Select a single θ̄ (c) from [θ
(1,c)
s , . . . , θ

(Nt ,c)
s ] with

probabilities proportional to [I(1,c), . . . , I(Nt ,c)]
Barrier
Let 2̄ = [θ̄ (1), . . . , θ̄ (Nc)]
parfor t = 1, . . . ,Nt do

if t < Nt then

Draw reference sample θ
(t,c)
s ∼ Q(θ

(t,c)
s |2̄)

else

Let reference sample θ
(t,c)
s = θ (i−1,c)

end

Calculate the reference importance weight

J(t,c) = w(θ
(t,c)
s |2̄)

end

Draw α ∼ U(0, 1)

if α < I(1,c)+...+I(Nt ,c)

J(1,c)+...+J(Nt ,c)
then

Accept: θ (i,c) = θ̄ (c)

else

Reject: θ (i,c) = θ (i−1,c)

end

end

Let 2(i) = [θ (i,1), . . . , θ (i,Nc)]
end

Re(t), (or equivalently the transmissibility β(t) = Re(t)/γ ) is not
constant but changes over the course of an outbreak due to many
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factors including physical distancing, vaccination, quarantining,
masking, sufficient and appropriate use of personal protective
equipment (PPE), and contact tracing. We want to capture the
dynamic nature of the changing reproductive number without
making toomany assumptions that would restrict the exact shape
of the change and instead allow data to dictate its shape.

To accomplish this, we model the outbreak over time using a
series of overlapping constant size windows Wi spanning time
tb,i ≤ t ≤ te,i, with the beginning of each window being the
center of the previous window tb,i+1 =

1
2 (tb,i + te,i). Within each

window we model the transmissibility as changing linearly over
time βi(t) = Ait + Bi, and use Algorithm 1 to find the best
estimate values for Ai and Bi that match the reported data for
windowWi. By allowingAi and Bi to change from one window to
the next we can capture the time varying nature of the outbreak.

One obvious problem with this method is that the likelihood
function for window Wi involves using the solution to our SEIR
model during the current window’s time range tb,i ≤ t ≤ te,i.
However, to step the SEIR model forward in time through that
time period we need to know the initial conditions at some point
prior to the beginning of the window tb,i. The only time that
we know the model state with any certainty is at the start of
the outbreak tb,0 where we assume that the entire population is
susceptible with the exception of a single person who has been
exposed. To calculate the likelihood we have to either run each
SEIR model instance from tb,0 up to te,i using samples of Aj and
Bj ∀j ≤ i, or come up with a method for initializing the SEIR
model at the beginning of the current window tb,i and solve it
only for the current window’s time range tb,i < t ≤ te,i. We chose
the latter approach.

The key insight needed to accomplish this is to realize that
the initial state of the SEIR model for window Wi at time tb,i
does not take on a single well-defined value. It is instead itself
a random variable. Samples of it can be drawn by capturing the
SEIR model state of the chains from the previous window Wi−1

at time tb,i in the middle of that window’s time range. Ideally, to
get a truly random sampling of the initial state, we would run the
chains for window Wi−1 and Wi simultaneously. Applying this
approach recursively though would then require us to run all of
the windows back to W0 simultaneously, which would increase
computational complexity. We instead decided to store a finite
set of samples of the model state in the middle of each window
when running those chains. Then we then can draw a random
sample from that finite set for window Wi−1 when running the
window Wi as an approximation to the truly randomly drawn
initial conditions.

2.2.4. Application of Optimization and Parallelization

to the SEIR Model for R(t) Value and New Case

Projections
The parameter search space used by ourMTM algorithm consists
of a set of three parameters when running the first window and
then as sets of two parameters for each subsequent window.
The two common parameters are the linear coefficients Ai

and Bi that describe β(t) = Ait + Bi, and for the first
window only the additional third parameter is the start date on
which the first person was exposed. The prior probability, g(θ)

from Algorithm 1, used for these parameters was a rectangular
distribution. That is, they are uniformly distributed if the
parameter lies within feasible bounds and have a zero probability
outside those bounds. In our particular case, the feasibility region
is where the parameters result in a transmissibility β(t) that is
positive for all times in the current window β(t) > 0, ∀t where
tb,i ≤ t ≤ te,i.

All of the likelihood function L(y|θ) evaluations in
Algorithm 1 are located inside parallel loops over the Nc

chains and Nt tries. All iterations of those loops are advance
forward to the likelihood function evaluation before any iteration
starts evaluating the likelihood. We can then setup an ensemble
of all the forward SEIR simulations needed and solve them in
parallel using BioSim. The simulated number of incident new
cases each day c(t) is recorded from the BioSim SEIR runs. Our
model assumes the historical reported number of new cases each
day C(k) provided by Johns Hopkins University [21] includes

a normally distributed reporting error ε(k) = C(k) − C
(k)
true

with mean 0 and variance σ 2
rep. The likelihood L(C|θ) is then

supposed to be calculating the probability of reported values
being C(k) under the assumption that our simulated values c(k)

are the true values C
(k)
true. So that is simply

L(C|θ) =
∏

k

ϕ(Ck; ck, σrep) (3)

where ϕ(x;µ, σ ) is the normal distribution pdf with mean µ and
variance σ 2. The reporting error variance σrep is not known, but

because the likelihood function is assuming that c(k) = C
(k)
true we

can approximate it as the estimated sample variance of the set of
residuals ε(k) = C(k)−c(k). Then for each stored parameter output

θ (i,c) from Algorithm 1 we can also store σ
(i,c)
rep as the sample of

the reporting error posterior.
For the last window Wn, the projections (cn at times t > te,n)

are theoretically separate from the historical estimations (cn a
times tb,n ≤ t ≤ te,n). However, for computational efficiency,
both the historical and projected values are calculated and stored
while running the forward SEIR simulations for the likelihood
calculation in the final window. The historical case values are only
dependent on the time-varying value of βn(t) within windowWn

for which we have data. The accuracy of projected case values
though is dependent on how we extrapolate β(t) past time te,n,
for which we have no data. This is an active area of our research.
Currently we use the constant value β(t) = βn(te,n), which is
to say the value of β(t) today will continue to the end of our
projection window (1–4 weeks in the future).

3. RESULTS

Our data source to test the method was cumulative case
timeseries data collected at the county level across the US
provided by the Johns Hopkins University Systems Science &
Engineering [21]. We used a selection of 385 individual counties
as well as the aggregate cases for all 50 states, 3 US territories,
and the US as a whole for a total of 439 jurisdictions. We
started each jurisdiction on March 8th, 2020, and ran 21-day
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windows Wi through March 23rd, 2021. To test the speedup,
we measured and compared the wall clock time under different
hardware configurations for running NMTM = 250 iterations of
the modified MTM (Algorithm 1), with Nc = 32 chains and
Nt = 128 tries, for a single window on all 439 jurisdictions. With
2 likelihood function calls per iteration, that required running a
total of 899,072,000 complete SEIR simulations, covering a 20 day
window at 2.4 h timesteps.

3.1. Software Configuration
The IEM BioSim library used to execute the SEIR models
is written in C++/OpenMP/CUDA. It is fully capable of
running either optimized for single node multi-core CPU
execution or for optimized single GPU acceleration, with
that option being configurable through an argument on
a single API call. The MCMC code is written in Julia
with a few computationally intensive portions, such as the
likelihood calculation from Equation (3), being offloaded to
the GPUs using CUDA.jl when running in GPU mode [22,
23].

A majority of the MCMC algorithm, including drawing the
proposal, calculating acceptance rates, and sample recording,
is run on CPU in both the CPU and GPU configurations.
Some of it could be offloaded to the GPUs for acceleration, but
it currently accounts for less than 6% of the overall runtime
even in the 8xGPU HPC node configuration. Julia’s built-in
distributed processing was used to split the SEIR model runs
across multiple GPUs or CPUs, with each process responsible
for executing an ensemble of SEIR models on a single CPU or
GPU through the BioSim API, and then synchronizing with the
rest of the MCMC algorithm. In the CPU configuration tests,
each process’ CPU threads were locked to a single local NUMA
node. For these tests we scaled the solution up to multiple GPUs
on a single node, but Julia’s distributed processing interface is
capable of being scaled up to multi-node/multi-GPU without
code modifications.

3.2. Hardware Configuration
All tests were run in both CPU and GPU configurations on
one of three hardware configurations meant to be representative
of either a high-end developer’s workstation, a single-node
CPU optimized HPC server, or a single-node GPU optimized
HPC server. The CPU optimized HPC server tests were
run on the top tier Amazon EC2 x86 compute optimized
instance (c5.metal), and the GPU optimized HPC server tests
were run on the top tier EC2 accelerated computing instance
(p4d.24xlarge). The detailed specifications of each hardware
configuration are listed in Table 1, and the timing results of
running our test on each hardware configuration are listed
in Table 2.

3.3. Accuracy of the Results
The accuracy of the test results was assessed by using the
MCMC chain samples to calculate prediction intervals for the
number of reported daily incident cases. We then compared the
coverage of the actual reported data against those prediction
intervals. Doing this comparison for days in the projection

TABLE 1 | Benchmark test hardware configurations.

Configuration CPU Main

memory

GPUs

Workstation 1x Intel Core

i9-10920X

128 GiB 4x Nvidia RTX 2080 Ti

CPU HPC Node 2x Intel Xeon

Platinum 8275CL

192 GiB

GPU HPC Node 2x Intel Xeon

Platinum 8275CL

1024 GiB 8x Nvidia Tesla

A100-SXM4-40GB

TABLE 2 | Benchmark timing tests results.

Configuration Wall time

(seconds)

Speedup

(Rel to WS)

Speedup

(Rel to HPC)

Workstation 1xCPU 8,469 1.0x 0.67x

Workstation 1xGPU 624 13.6x 9.06x

Workstation 4xGPU 233 36.3x 24.30x

HPC Node 2xCPU 5,654 1.5x 1.00x

HPC Node 1xGPU 387 21.9x 14.60x

HPC Node 8xGPU 100 84.7x 56.50x

time range, that is at times t > te,n, would introduce errors
caused by the β(t) extrapolation method used in addition
to any errors in the MCMC analysis itself. In order to
isolate the MCMC analysis errors, we decided to calculate
this coverage for days within the final windows time range
tb,n ≤ t ≤ te,n.

The reported number of cases on any given day,Crep = Ctrue+

εrep, is assumed to be the sum of the true number of cases Ctrue

and some normally distributed reporting error εrep with 0 mean
and variance of σ 2

rep. The MCMC process produces samples of
the true number of cases Ctrue from the SEIR model output, and
samples of the reporting error variance σ 2

rep from the likelihood
Equation (3). Under these assumptions, if we knew the exact
value of σrep, then the probability density function fCrep (x) =
(

fCtrue ∗ 80,σrep

)

(x) could be calculated as the convolution of
fCtrue (x) with the normal probability density function 80,σrep (x).
However, because we do not know the exact value of σrep, we have
to integrate over all possible values of σrep

fCrep (x) =

∫ ∞

0

[

(fCtrue ∗ 80,σrep )(x)
]

fσrep (σrep) dσrep (4)

Due to the complexity of directly calculating (4), we chose instead
to estimate the distribution by generating samples of Crep from
the samples of Ctrue and σrep that were stored while running
Algorithm 1. To do so, we first randomly select a set {ci ∈ Ctrue}

from the set of true values and a set {σi ∈ σrep} from the set
of reporting error variances. We can then draw samples of the
reporting error {εi ∼ N (0, σ 2

i )}, let Crep be the set {ci + εi}, and
estimate frep directly from those samples.

Prediction intervals were estimated from the samples by
first applying a Box-Cox power transformation yλ(Crep) to the
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chain samples Crep so that yλ would be approximately normally
distributed in the transformed domain [24]. From the normally
distributed samples we could then calculate quantiles of interest
from the inverse normal CDF 8−1

yλ
(p), and apply a reverse

transform to get those points in the original domain. Those
points were then used to estimate the prediction intervals PI(p)
from the inverse CDF points as

PI(p) =
[

y−1
λ (8−1

yλ
(.5− p/2)), y−1

λ (8−1
yλ

(.5+ p/2))
]

(5)

Each point in Figure 1 shows the prediction interval vs. coverage
rate calculated on the set of 439 test jurisdictions. This value was
calculated on the 29 different time windows and 50 prediction
interval percentages for 1,450 points total.

FIGURE 1 | Prediction intervals of incident cases vs. coverage of reported data. Subfigures show this calculated on day 10 and day 20 of each 20-day window Wi .

We can see that while we have good agreement on day 10 near the middle of each window, day 20 at the end of each window predicts too large of an interval

resulting in a higher than expected coverage.

FIGURE 2 | Synthetically generated test case illustrating why calculated confidence near the beginning and end of a window may tend to overpredict their range.
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4. DISCUSSION

We can see that although there is good agreement between
the prediction interval and measured coverage for the middle
of each window, the final day tends to over-predict the range.
We hypothesize that the reason for this is at least in part that
the likelihood Equation (3) does not take into account the

autocorrelation of the residual ε(k) = C(k) − C
(k)
true from day to

day. The real world reported case data does contain some time-
dependent correlations in the reporting error. For instance, cases
reported over the weekend tend to be lower than on weekdays
when reporting staff are more likely to be working and processing
the data. Similarly, Mondays and Tuesdays tend to report higher
numbers as the backlog of cases not reported over the weekend is
processed. On long enough time scales we expect this error to be
nearly a stationary process, meaning that there should be almost
no correlation in the values for days i 6= j.

To illustrate the concept we ran the MCMC algorithm with
the same loss Equation (3), but using a set of synthetically
generated, time independent data, and also a simple linear model
instead of an SEIR model. Figure 2 shows the timeseries plots
of the samples selected from the MCMC algorithm along with
the true values and reported data provided as input to the
MCMC algorithm. The samples selected by the algorithm can be
categorized as follows

1. The model output ci begins much lower than the true value for
days near the beginning of the window, crosses over the true
value somewhere near the middle, and ends up much higher
than the true value for days near the end

2. The model output ci begins much higher than the true value
for days near the beginning of the window, crosses over the
true value somewhere near the middle, and ends up much
lower than the true value for days near the end

3. Everything else

Because the samples from categories 1 and 2 overlap and both
cross the true value near the middle of the window, the sample
density closer to the middle of the window tends to be slightly
higher than it is near the ends. Some preliminary testing of
adding a Box Pierce Q test [25] term into the loss Equation
(3) to test for the independence of the residual timeseries has
shown to effectively reduce the severity of this over estimation
in some synthetic test cases. At this time however, more research
and testing would need to be done before any conclusions
could be made about the correctness, general applicability, and
effectiveness of such a method.

We presented a Multiple-Try Metropolis MCMC algorithm
that can be parallelized and optimized to run on GPU and
accelerate solving problems where the likelihood function

involves running complex physics-based simulations. Examples
of such problems include the original inspiration for our model,
the plume reconstruction problem, the epidemiological model
presented in this paper, problems from computational chemistry,
and many more.

We presented as an example a simple SEIRmodel solved using
IEM’s BioSim simulator. The BioSim simulator itself features
the capability to add additional compartments, aged transitions,
and resource constraints to build a model that more closely
matches real-world scenarios providing more accurate estimates
of resource needs, such as hospital beds, ventilators, medication
requirements, etc. Any of these features could be added to
the underlying epidemiological model while maintaining the
parallelization and acceleration provided by the GPUs.

In our testing, using a single GPU to execute the simulations
resulted in more than a 13x speedup in wall clock time compared
to a fully parallelized CPU implementation. The algorithm is also
able to scale up to run on multiple GPUs. Using 4 Nvidia RTX
2080 Ti GPUs in a high-end developer’s workstation resulted
in a 36.3x speedup in wall clock time compared to running
fully parallelized on the single Intel Core-i9-10920X CPU with
12 physical cores using 24 hyperthreads. The same tests on an
AWSHPC server consisting of 8 Nvidia Tesla A100-SMX4-40GB
GPUs resulted in a 56.5x speedup in wall clock time compared to
running on the dual socket Intel Xeon Platinum 8275CL CPUs
with a combined 48 physical cores and 96 hyperthreads.
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