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Editorial on the Research Topic
Mathematical Fundamentals of Machine Learning

With an abundance of data originating from all aspects of life, machine learning, and in particular
deep learning, has powered new successes in artificial intelligence. These advances originate from
research efforts both in industry and academia, with research spanning fields such as statistics,
computer science, optimization, and numerical analysis, but also borrowing from neuroscience and
physics among others. While the results are astounding, a deeper understanding of the fundamental
principles of machine learning is needed in order to better understand the success and limitations
of machine learning techniques.

Among the machine learning techniques that could benefit from more theoretical understanding
are deep neural networks, principle component analysis, analysis via coding or thresholding, and
various types of network analysis. Application of such techniques to complicated data such as time
series pose especially useful and difficult problems. In each case, one might ask when methods
translate or generalize to other situations, how much the structure of the data (for instance
restriction to a subspace or submanifold) affects the method, and how to choose appropriate
parameters to ensure good fit while still avoiding overfitting.

This special issue brings together researchers across disciplinary boundaries that focus on
building theoretical foundations and bridging the theoretical gaps in various learning methods. We
hope this issue serves as an invitation for researchers to think about fundamental questions from a
wide variety of fields, including pure and applied mathematics, statistics and operations research,
and computer science and engineering.

The first paper, Deductron—A Recurrent Neural Network by Rychlik, studies Recurrent Neural
Networks (RNN) by constructing an example of structured data motivated by problems from
image-to-text conversion (OCR) of complex scripts. The problem of decoding the script can be
considered as a time series which requires long-term memory to decode. An RNN capable of
decoding the aforementioned sequences is constructed. The RNN is constructed by inspection,
i.e., its weights are guessed by calling a sequence of carefully designed steps and can be compared to
how someone would try to learn by hand. The possibility of using simulated annealing and variants
of stochastic gradient descent (SGD) methods to train this RNN is also explored.

The second paper, Statistical Analysis of Multi-Relational Network Recovery by Wang et al., deals
with the problem of recovering a multi-relational network from a small subset of observed edges
when the network possesses a low-dimensional latent structure. The authors propose (penalized)
maximum likelihood estimators and establish their nearly optimal properties in terms of minimax
risk. They also validate their theoretical results via simulation and a real data example in knowledge
base completion.
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The third paper, From Learning Gait Signature of Many
Individuals to Reconstructing Gait Dynamics of One Single
Individual by Hsieh and Wang, emphasizes data-driven
computing paradigms when investigating two interesting
problems arising from analysis of wearable sensor data. The first
is to differentiate gait signatures of different individuals where
named Principle System-State Analysis (PSSA), a data-driven
algorithm generalizing principle component analysis, is proposed
to represent the gaits. The second is to reconstruct individual
gait dynamics in full where two algorithms are developed: an
algorithm based on cluster trees called Local-1st-Global-2nd
(L1G2) and a landmark computing algorithm. In the literature,
the classical ad hoc approaches are to choose a fixed state and
then estimate the state’s locations throughout the entire time
series. The proposed algorithms provide a new approach via data
driven algorithms for feature extraction, landmark computing,
and fine-scale gait recognition.

The fourth paper, Understanding Deep Learning: Expected
Spanning Dimension and Controlling the Flexibility of Neural
Networks by Berthiaume et al, concerns the power of
generalization of neural networks. The ability for neural networks
to generalize is fundamental to their success across a wide variety
of applications, but is quite challenging to quantify. This article
introduces a measure, called the expected spanning dimension
(ESD), which quantifies the flexibility that a given neural network
has independent of its training data. This measure is then shown
to be correlated with testing accuracy across a variety of network
architectures and data sets. In particular, ESD can be used to
explain the success of certain architectures such as ResNets.

Finally, Rethinking Breiman’s Dilemma in Neural Networks:
Phase Transitions of Margin Dynamics by Zhu et al. considers
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margin enlargement of training data, which has been an
important strategy for boosting the confidence of training of
perceptrons toward good generalizability. Breiman [1] shows a
dilemma: a uniform improvement on margin distribution does
not necessarily reduce generalization errors. In this paper, the
authors revisit Breiman’s dilemma in deep neural networks from
a novel perspective based on phase transitions of normalized
margin distributions in training dynamics. The authors make
precise the observation that the expressive power of a neural
network model relative to the complexity of the dataset can
be observed better by the dynamics of normalized margins in
training rather than by counting the number of parameters in
the network.
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