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Physical rehabilitation is often an intensive process that presents many challenges,

including a lack of engagement, accessibility, and personalization. Immersive media

systems enhanced with physical and emotional intelligence can address these

challenges. This review paper links immersive virtual reality with the concepts of therapy,

human behavior, and biofeedback to provide a high-level overview of health applications

with a particular emphasis on physical rehabilitation. We examine each of these crucial

areas by reviewing some of the most influential published case studies and theories while

also considering their limitations. Lastly, we bridge our review by proposing a theoretical

framework for future systems that utilizes various synergies between each of these fields.

Keywords: immersive virtual reality, virtual reality therapy, immersion, presence, emotion, perception, multimodal
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1. INTRODUCTION

In 1968, Ivan Sutherland, one of the godfathers of computer graphics, demonstrated the first
head-mounted display (HMD) immersive media system to the world: an immersive Virtual Reality
(iVR) headset that enabled users to interactively gaze into a three dimensional (3D) virtual
environment (Sutherland, 1968; Frenkel, 1989; Steinicke, 2016). Three years before the “Sword of
Damocles,” Sutherland described his inspiration for the system in what became one of the most
influential essays of immersive media: “The ultimate display would, of course, be a room within
which the computer can control the existence of matter. A chair displayed in such a room would be
good enough to sit in. Handcuffs displayed in such a room would be confining, and a bullet displayed
in such a room would be fatal. With appropriate programming, such a display could literally be
the Wonderland into which Alice walked” (Sutherland, 1965). Morbidness aside, this vision of an
ultimate display asks if it is possible to create such a computationally adept medium that reality
itself could be simulated with physical response. Sutherland’s “Sword of Damocles” helped spark
a new age of research aimed at answering this question for both academia and industry in the
race to build the most immersive displays for interaction within the virtual world (Costello, 1997;
Steinicke, 2016). However, this trend was short-lived due to hardware constraints and costs at the
time (Costello, 1997).

The past decade has seen explosive growth in this field, with increases in computational power
and affordability of digital systems effectively reducing barriers to technological manufacturing,
consumer markets, required skills, and organizational needs (Westwood, 2002). In 2019, seven
million commercial HMDs were sold and with sales projected to reach 30 million per year by
2023 (Statista, 2020). This mass consumer adoption has partly been due to a decrease in hardware
cost and a corresponding increase in usability. These commercial systems provide a method for
conveying 6-DoF information (position and rotation), while also learning from user behavior
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and movement. From these observations, we argue that the
integration of iVR as a medium for guided physical healthcare
may offer a cost-effective andmore computationally adept option
for exercise.

Reflecting back to Sutherland’s vision of an ultimate display,
we ask: what would be the ultimate iVR system for physical
rehabilitation? If the sensation of physical reality can be simulated
through computation, how might that reality best help the user
with exercises and physical rehabilitation? From these questions,
we posit that Sutherland’s vision of the Ultimate Display requires
augmentation to address a key area for healthcare: an intelligent
perspective of how to best assist a user. In this paper, we explore
these questions by reviewing immersive virtual reality as it
intersects the fields of therapy, human behavior, and biofeedback.
Immersive media affords a medium for enhancing the therapy
and healthcare process. It establishes a mode for understanding
human behavior, simulating perception, and providing physical
assistance. Biofeedback provides a methodology for evaluating
emotional response, a crucial element of mental health that is
not often explored in healthcare. Given these key points, the
rest of this introduction describes our motivation and goals in
undertaking this study.

1.1. A Need for a More Efficacious
Healthcare Medium With Physical Therapy
Physical inactivity leads to a decline of health, with significant
motor degradation, a loss of coordination, movement speed,
gait, balance, muscle mass, and cognition (Howden and Meyer,
2011; Sandler, 2012; Centers for Disease Control and Prevention,
2019). In contrast, themedical benefits of regular physical activity
include prevention of motor degradation, stimulation of weight
management, and reduction of the risk of heart disease and
certain cancers (Pearce, 2008). While traditional rehabilitation
has its merits, compliance in performing physical therapy may
be limited due to high costs, lack of accessibility, and low
education (Campbell et al., 2001; Burdea, 2003; Jack et al.,
2010; Mousavi Hondori and Khademi, 2014; Centers for Disease
Control and Prevention, 2019). These exercises also usually lack
positive feedback, which is critical in improving compliance
with physical therapy protocol (Sluijs et al., 1993). Taking these
issues into consideration, some higher-tech initiatives associated
with telemedicine, virtual reality, and robotics programs have
been found to be more effective in promoting compliance than
traditional paper-based and verbal instructions (Deutsch et al.,
2007; Byl et al., 2013; Mellecker and McManus, 2014). These
higher-tech exercise programs often use sensors to passively
monitor a patient’s status or to provide feedback so the action can
be modified. They may also use actuators to assist the patient in
completing the motion (Lindeman et al., 2006; Bamberg et al.,
2008). Thus, technology may enable a patient to better follow
their physical therapy program, aiding independent recovery and
building on the progress made with the therapist. This raises the
question of whether virtual environments in the form of iVR
might be a suitable technology to address these issues.

Immersive virtual environments and the recent uptake of
serious games have immense potential for addressing these
issues. The ability to create stimulating programmable immersive
environments has been shown to increase therapy compliance,

accessibility, and data throughput (Mousavi Hondori and
Khademi, 2014; Corbetta et al., 2015). Considerable success has
been reported in using virtual environments for therapeutic
intervention between psychological and physiological research.
However, these systems have been mostly constrained due to cost
and hardware limitations (Costello, 1997). For example, early
2000s head-mounted display systems had significant hardware
constraints, such as low resolution and low refreshment rates,
which led to non-realistic and non-immersive experiences that
induced motion sickness (LaViola, 2000). Therefore, at that time,
the potential use of immersive displays as a rehabilitation tool was
quite limited.

These challenges are no longer as prevalent today: modern
iVR systems have advanced technically and can now enhance
user immersion through widening the field of view, increasing
frame rate, leveraging low-latency motion capture, and providing
realistic surround sound. These mediums are becoming ever
more mobile and are now a part of the average consumer’s
entertainment experience (Beccue and Wheelock, 2016). As a
result, we argue that now is the right time to consider these
display mediums as a possible means of addressing the need for
effective, cost-effective healthcare. It may be possible that for iVR
to be used as a vehicle to augment healthcare to assist users in
recovery by transforming the “fixing people” mentality (Seligman
et al., 2002) of traditional rehabilitation into adventures in the
virtual world that provide bothmeaningful enjoyable experiences
and restorative exercise.

1.2. Review Goals
The goal of this paper is to survey the theory, application,
and methodology of influential works in the field of immersive
media for the purpose of exploring opportunities toward future
research, with the ultimate aim of applying these technologies to
engage physical rehabilitation. The subsequent sections of this
paper provide a discussion of the following topics:

• the current state of academic research in utilizing iVR for
physical rehabilitation and health;

• the behavioral theory behind the success of utilizing iVR;
• the applications of biofeedback and incorporating runtime

user analysis in virtual environments;
• and bridging potential synergies between each of these areas

toward applying them for future research.

This work will provide an overview of iVR for physical
rehabilitation and health through an understanding of both
past and current academic projects. We aim to provide an
informative view on each of our goals as well as offering
suggestions for how these concepts may be used to work toward
an ultimate display of physical rehabilitation. We believe that
this work will be of interest to interdisciplinary researchers at
the intersection of immersive media, affective computing, and
healthcare intervention.

1.3. Scope and Limitations
The term VR was coined long before the advent of recent
immersive virtual reality (iVR) systems. This has led to
differences in how the term “VR” is applied, and these differences
can be seen within the existing literature. For the purposes of this
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review, we define niVR as non-immersive systems that utilize a
monitor and allow user interaction through conventional means
such as keyboards, mice, or custom controllers (Costello, 1997).
VR systems that provide a head-mounted display (HMD) with
a binocular omni-orientation monitor, along with appropriate
three-dimensional spatialized sound, are categorized as iVR.
Augmented reality (AR) systems employ virtual feedback by
allowing the user to see themselves and their surroundings
projected virtually onto a screen, usually in a mirror-like fashion
(Assis et al., 2016). These systems are similar in how they present
movement-based tasks with supplementary visual and auditory
feedback, but differ in their interaction methods (Levac et al.,
2016).

Our review focuses on iVR systems for physical rehabilitation,
health, and games for health. We examine high-impact case
studies, meta-reviews, and position papers from academia with
an emphasis on research conducted in the past two decades. This
paper provides a high-level overview of each of these areas and
their implications for healthcare. However, wemust acknowledge
that immersive media, and many of the other concepts described
in this paper, are rapidly changing fields. Many of the academic
work and positions discussed in this paper are likely to change
in the future as technology advances. With these considerations
in mind, this paper provides a snapshot of these research areas
from past to present and derives limitations and challenges from
such to infer the need for future research in advancing an ultimate
display for physical rehabilitation. We start by examining iVR for
healthcare and rehabilitation.

2. IMMERSIVE VIRTUAL REALITY AND
THERAPY

In the past two decades, there have been many publications
and studies focusing on VR technologies for application in
psychotherapy, physiotherapy, and telerehabilitation. Modern
iVR technology is commonly known for its impact on enhancing
the video gaming paradigm by deepening user involvement and
leading to more dedicated interaction (Baldominos et al., 2015).
The increased physical demands of these video gaming platforms
have garnered interest for their potential in therapy through
repetitive and quantifiable learning protocols (Salem et al., 2012).
Early research suggests that the use of iVR systems is useful
for psychological, physical, and telepresence therapy (Kandalaft
et al., 2013; Straudi et al., 2017).

2.1. Psychological Therapy Applications
Psychological research has seen an increase in the use of iVR
due to its ability to simulate realistic and complex situations that
are critical to the success of laboratory-based human behavior
investigations (Freeman et al., 2017). Some of these investigations
include the successful reduction of pain through the use of
stimuli in iVR. This has shown results equivalent to the effects
of a powerful analgesic treatment, such as morphine, for burn
victim wound treatment (Hoffman et al., 2011; Gromala et al.,
2015). With the immersive capabilities of modern headsets,
such as the HTC Vive and Oculus Rift, there has been an

increase in studies reporting positive outcomes of iVR exposure
therapies for post-traumatic stress disorder (Rothbaum et al.,
2014; Morina et al., 2015), borderline personality disorder
(Nararro-Haro et al., 2016), phobias (Grillon et al., 2006; Shiban
et al., 2015), and schizophrenia (Rus-Calafell et al., 2014), as well
as many other psychological therapies. This accelerated iVR use
in psychological therapy is often attributed to the relationship
between increased presence and emotion (Diemer et al., 2015;
Morina et al., 2015). Increasing the number of meaningful stimuli
that resonate with the users’ engagement using iVR is a crucial
factor in influencing user behavior and experience (Baños et al.,
2004), and, with the price of computing devices and hardware
decreasing, headsets are becoming more popular and immersive
in doing so (Beccue and Wheelock, 2016; Statista, 2020). Thus,
immersion through iVR can lead to greater emotional influence
on the user and can incite the desired physiological responses
by crafting a stimulating and engaging virtual environment
(Chittaro et al., 2017). While this work shows great promise, the
psychological application of iVR is still largely underdeveloped
and lacking in terms of proven beneficial results. Similar results
and benefits can also be seen with physical therapy interventions
utilizing iVR.

2.2. Physiological Therapy Applications
Traditional forms of physical therapy and rehabilitation are
based on therapist observation and judgment; this process can
be inaccurate, expensive, and non-timely (Mousavi Hondori
and Khademi, 2014). Many studies have indicated that iVR
can be an effective tool in improving outcomes compared to
conventional physical therapy (Lohse et al., 2014). Environments
can be tailored to cue specific movements in real-time through
sensory feedback via the vestibular system and mirror imagery
to exemplify desired ranges of motion (Iruthayarajah et al.,
2017). With the emergence of new immersive multimedia, iVR
experiences with sight, sound, and touch can be integrated into
rehabilitation. Studies have indicated that iVR intervention is
useful in improving a variety of motor impairments, such as
hemiparesis caused by Parkinson’s disease, multiple sclerosis,
cerebral palsy, and stroke (Iruthayarajah et al., 2017).

High repetitions of task-oriented exercises are critical for
locomotive recovery, and user adherence to therapy protocol
is imperative. iVR-based physical rehabilitation can induce
adherence to therapy protocol as successfully as (and sometimes
better than) human-supervised protocol due to the capabilities
of multi-sensory real-time feedback (Corbetta et al., 2015).
Games can be used to guide the user in their movements
and provide mechanics to reward optimal exercises (Corbetta
et al., 2015). Additionally, this multi-sensory, auditory, and visual
feedback can further persuade users to exercise harder through
increased stimuli. iVR-based physical rehabilitation also allows
for increased quantitative feedback for both the user and the
therapist. The capacity of modern iVR systems to implement
three-dimensional motion tracking serves as an effective way
to monitor progress during rehabilitation, allowing healthcare
professionals to obtain a more in-depth view of each user’s
independent recovery (Baldominos et al., 2015).
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Multiple reviews have been conducted consisting of hundreds
of studies through the past decade, and have concluded that niVR
is useful for motor rehabilitation (Cameirão et al., 2008; Saposnik
et al., 2011;Mousavi Hondori and Khademi, 2014). Many of these
studies have confirmed that the use of iVR results in significant
improvements when compared to traditional forms of therapy
(Corbetta et al., 2015; Iruthayarajah et al., 2017). These studies
used Kinect, Nintendo Wii, IREX: Immersive Rehabilitation
Exercise, Playstation EyeToy, and CAVE, as well as custom-
designed systems. For a given treatment time, the majority of
these studies suggested that video game-based rehabilitation is
more effective than standard rehabilitation (Cruz-Neira et al.,
1993; Lohse et al., 2014; Corbetta et al., 2015; Iruthayarajah et al.,
2017). Subsequently, the physical rehabilitation communities
have been enthusiastic about the potential to use gaming to
motivate post-stroke individuals to perform intensive repetitive
task-based therapy. Some games can combine motion capture
as a way to track therapy adherence and progress. Despite
these promising studies, technology at the time needed to
improve in terms motion-tracking accuracy in order to become
more effective, reliable, and accessible (Crosbie et al., 2007;
Mousavi Hondori and Khademi, 2014). The existing research
indicates that more work is needed to continue gaining a deeper
understanding of the efficacy of iVR in rehabilitation (Cameirão
et al., 2008; Dascal et al., 2017). These modern iVR headsets
open up new opportunities for accessibility and affordability
of treatment.

2.3. Telerehabilitation Applications
Telerehabilitation approaches provide decreased treatment cost,
increased access for patients, and more quantifiable data for
therapists (Lum et al., 2006). There have been various studies
confirming the technical feasibility of in-home telerehabilitation,
as well as an increase in the efficiency of these services (Kairy
et al., 2013). In these studies, users generally achieve more
significant results in rehabilitation due to the increased feedback
from the telerehabilitation VR experience (Piron et al., 2009).
Due to the mobile and computational nature of VR displays,
these iVR telerehabilitation studies suggests that the usability
and motivation of the rehabilitation treatment for the user can
be sustained while reducing work for therapists and costs for
patients (Lloréns et al., 2015).

2.4. Limitations of Current Studies for iVR
Rehabilitation
While iVR has shown great promise from these studies, we must
establish whether these HMDs and immersive displays are a
truly beneficial medium. The cost of HMDs is reducing and
commercial adoption is prevalent (Beccue and Wheelock, 2016).
However, research into the effectiveness of iVR as a medium
for rehabilitation is still inconsistent and is not often verified
for reproducibility. An unfortunate commonality between these
studies lies in a lack of reporting methodology, small or
non-generalizable user sample sizes, not accounting for the
novelty effect, and making blunt comparisons in terms of the
effectiveness and usability of such systems. For example, in a
review by Parsons et al., hundreds of studies addressing virtual

reality exposure therapy for phobia and anxiety were reviewed in
terms of affective functioning and behavior change. The biggest
issue with Parsons’s comparative review was a small sample size
and a failure to account for the variety of factors that play into VR.
The authors argue that Virtual Reality Exposure Therapy (VRET)
is a powerful tool for reducing negative symptoms of anxiety,
but could not directly calculate demographics, anxiety levels,
phobia levels, presence, and immersion between these studies.
While curating this review did provide an active snapshot into
VRET usage in academia, it is arguable that the data from these
studies may have been weak or biased due to the low sample
sizes demonstrating positive results and the missing factors of
usability for use beyond a single academic study (Parsons and
Rizzo, 2008). A study by Jeffrey et al. examined twenty children
who received distraction from IV treatment with two controls;
iVR HMDs with a racing game as a distraction and a distraction-
free treatment case. The results indicated that pain reduction
was significant, with a four-fold decrease in facial pain scale
responses in cases where iVR was used (Gold et al., 2006). This
work positively supports the use of iVR HMDs as a medium for
pain reduction, but also lacks a large sample size and provides
a somewhat biased comparison of iVR. Is it not to be expected
that any distraction of pediatric IV placement would reduce
pain? Is iVR vs. no distraction a fair comparison to the general
protocol for pediatric IV placement? What about the usage of
a TV, or even an audiobook, against the iVR case? In another
review by Rizzo et al., VRET was studied using an immersive
display that showed veterans 14 different scenarios involving
combat-related PTSD stimuli. In one trial, 45% of users were
found to no longer test positive for PTSD after seven sessions
of exposure. In another trial, more than 75% no longer tested
positive for PTSD after 10 sessions. Most users reported liking
the VR solution more than traditional exposure therapy (Rizzo
et al., 2014). Again, this use of iVR for therapy focused on a
small sample size and specific screening techniques, which must
be taken into consideration when reviewing the results. Testing
for PTSD change in this context only provides a snapshot of
VR’s effectiveness. Furthermore, the novelty effect (in the sense
that the users are not acclimated to the system) may have a
significant influence on the result. Given these points, what would
happen when users have fully acclimated to this system—is the
promise of VRET therapy demonstrated by Parsons et al. truly
generalizable? Ultimately, the answer may lie in the direct need
for more iVR rehabilitation studies to evaluate and transparently
disseminate results between the iVR and niVR comparative
norms. An ultimate display for physical rehabilitation with the
ability to simulate almost any reality in instigating therapeutic
goals may have much potential, but we must understand the
behavioral theory behind iVR as a vehicle for healthcare.

3. IMMERSIVE VIRTUAL REALITY,
BEHAVIOR, AND PERCEPTION

As discussed in the previous section, immersive media systems
hold vast potential for synergizing the healthcare process.
Rehabilitation research, including physical and cognitive
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work incorporating iVR-based interventions, has been on
the rise in recent years. There is now the ability to create
programmable immersive experiences that can directly influence
human behavior. Conducting conventional therapy in a
iVR environment can enable high-fidelity motion capture,
telepresence capabilities, and accessible experiences (Lohse
et al., 2014; Elor et al., 2018). Through gamification, immersive
environments with commercial iVR HMDs, such as the HTC
Vive, can be programmed to increase therapy compliance,
accessibility, and data throughput by crafting therapeutic goals
as game mechanics (Elor et al., 2018). However, what drives
the success of iVR healthcare intervention? What aspects of
behavioral theory can inform an optimal virtual environment
that will assist users during their healthcare experiences? This
section aims to explore and understand the theory behind the
success of using iVR in healthcare.

3.1. The Benefits of Immersion
iVR provides a means of flexible stimuli through immersion
for understanding human behavior in controlled environments.
Immersion in a virtual environment can be characterized by the
sensorimotor contingencies, or the physical interaction capability
of a system (Slater, 2009). It attributes to howwell the systemmay
connect a user in iVR through heightened perception and ability
to take action, also known as perceptual immersion (Skarbez
et al., 2017). This is dependent on the number of motor channels
and the range of inputs provided by the system in order to
achieve a high fidelity of sensory stimulation (Bohil et al., 2011).
Subsequently, perceptual immersion also opens an opportunity
for psychological immersion (Skarbez et al., 2017), enabling users
to perceive themselves to be enveloped by and a part of the
environment (Lombard et al., 2000).

The success of iVR therapeutic intervention is often attributed
to the influence of immersion in terms the ability to enhance
the relationship between presence and emotion in an engaging
experience, and the influence of this on overcoming adversity
in task-based objectives (Morina et al., 2015). Immersion can
be continuously enhanced through improving graphics, multi-
modality, and interaction (Slater, 2009). Strong immersive
stimuli through a iVR system, and the ability to provide a feeling
of presence and emotion engagement in a virtual world, are key
to influencing user behavior (Baños et al., 2004; Morina et al.,
2015; Chittaro et al., 2017). Because of this, iVR can play an
essential role in augmenting the physical therapy process through
the benefits of immersion as it corresponds to a greater spatial
and peripheral awareness (Bowman and McMahan, 2007).

Higher-immersion virtual environments were found to be
overwhelmingly positive in treatment response (Miller and
Bugnariu, 2016). The detachment from reality that is induced
by immersion in a virtual world can reduce discomfort for a
user, even as far as minimizing pain when compared to clinical
analgesic treatments (Hoffman et al., 2011; Gromala et al.,
2015). For example, one study found that an iVR world of
playful snowmen and snowballs may reduce pain as effectively as
morphine during burn victims’ wound treatment (Mertz, 2019).
Increasing the number of stimuli using iVR is a crucial factor
in influencing user experience (Baños et al., 2004). With iVR

systems becoming ever more affordable and accessible, these
immersive environments are becoming available to the average
consumer (Beccue and Wheelock, 2016).

3.2. Presence in the Virtual Environment
Given the benefits of immersion, from task-based guidance in
spatial awareness to enabling psychological engagement, it is
critical to quantify the effects of presence through immersion.
Diemer et al. (2015) have suggested that presence is derived
from the technological capabilities of the iVR system and
is strengthened by the sense of the immersion of a virtual
environment. “Presence” can be defined as the state of existing,
occurring, and being present in the virtual environment, and
it has been extensively modeled and quantified through past
research. Schubert et al. (2001) have argued that presence has
three dimensions: spatial presence, involvement, and realness.
These dimensions are often quantified through a preliminary
survey and cognitive scenario evaluation. Witmer and Singer
(1998) have argued that presence is cognitive and is manipulated
through directing attention and creating a mental representation
of an Immersive Virtual Environment (iVE). Furthermore, Seth
et al. (2012) have argued for the introspective predictive coding
model of presence, which posits that presence is not limited to
iVR but is “a basic property of normal conscious experience.”
This argument rests on a continuous prediction of emotional and
introspective states, where the perceiver’s reaction to the stimulus
is used to identify success. For example, a fear stimulus as can be
utilized during the prediction of emotional states, where the user
compares the actual introspective state (fear and its systems) with
the predicted emotional state (fear). A higher presence indicates
successful suppression of the mismatch between the predicted
emotional state vs. actual emotional state (Diemer et al., 2015).
Thus, if the prediction of the fear stimuli is victorious over the
mismatch of the user’s actual reaction, this may indicate that they
were happy, rather than in a state of fear (as was predicted).
The idea that suppression of information in a VR experience is
vital for presence and the inducing emotion is not new and was
previously proposed by Schuemie et al. (2001). Seth et al. (2012)
have emphasized that the prediction of emotional states from
stimuli plays a crucial role in enabling an emotional experience.
Parsons and Rizzo, (2008) research supports this claim; presence
is regarded as a necessary mediator to allow “real emotions” to
be activated by a virtual environment. However, Diemer et al.
has cautioned that research has not yet clarified the relationship
between presence and emotional experiences in iVR.

Moreover, quantifying presence is still primarily
conceptualized through task-based methods (such as subjective
ratings, questionnaires, or interviews), all of which are largely
qualitative in nature. A debate between many of these presence
theories is whether or not emotion is central to modeling
presence. For example, Schubert et al.’s “spatial presence” or
Slater’s “place illusion” do not require emotion as a prerequisite
for presence, which is unlike Diemer’s hypothesis of emotion
connecting presence and immersion. Given that physical health
and recovery has been heavily linked to emotional states (Salovey
et al., 2000; Richman et al., 2005), we consider Diemer at al.’s
model of presence. Therefore, to effect presence in a virtual
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environment, there is a need of quantifying emotion. How does
one model emotion in this regard, or even quantify it?

3.3. Emotion and Virtual Environments
Quantifying the human emotional response to media has been
the topic of much debate in academia. Ekman (1992), a pioneer
of emotion theory, argued that there are six basic emotions:
anger, fear, sadness, enjoyment, disgust, and surprise. He argued
that there are nine characteristics of emotions: they have
universal signals, they are found between animals, they affect
the physiological system (such as the nervous system), there
are universal events which invoke emotion, there is coherence
in emotional response, they have rapid onset, they have a brief
duration, they are appraised automatically (subconsciously), and
their occurrence is involuntary (Ekman, 1992). Ekman’s theory
does not dismiss any affective phenomena, but instead organizes
them to highlight the distinction, based on previous research
(in the fields of evolution, physiology, and psychology) between
the field and his previous work. His theory also provides a
means of quantifying emotions using these principals; it offers
a theoretical framework for constructing empirical studies to
understand affective states as well as basic emotions (Ekman,
1992). Ekman’s basic emotions were found and identifiable in
media such as music (Mohn et al., 2011) and photos (Collet et al.,
1997).

Since the early 2000s, researchers have examined how
technology can extend, emulate, and understand human
emotion. Picard (2000), the pioneer of affective computing,
has expanded upon theories such as Ekman’s to build
systems that understand emotion and can communicate
with humans emotionally. This had lead numerous findings
and demonstrations of systems that demonstrate discrete
models (including Ekman’s basic emotion model, appraisals
models, dimensional models, circuit models, and component
models) for quantifying emotional response (Picard, 2000;
Kim, 2014). Moreover, numerous machine learning methods
have been demonstrated as emotion inference algorithms,
such as classification, artificial neural networks, support vector
machines, k-nearest neighbor, decision trees, random forests,
naive Bayes, deep learning, and various clustering algorithms
(Kim, 2014).

With Diemer et al.’s model, emotional engagement may
enhance presence to assist the user in an iVE task. Thus, it is
useful to quantify a user’s emotional response in an iVE. Many
studies have examined sense signals and classified patterns as
an emotional response from the Autonomic Nervous System. In
relation to the basic emotions, Collet et al. (1997) have observed
patterns in skin conductance, potential, resistance, blood flow,
temperature, and instantaneous respiratory frequency through
the use of six emotion-inducing slides presented to 30 users in
random order. Through the use of questionnaires, Meuleman
and Rudrauf (2018) found that appraisal theory induced the
highest emotional response with the HTC Vive iVR System. Liu
et al. have utilized real-time EEG-based emotion recognition
by applying an arousal-valence emotion model with fractal
dimension analysis (Liu et al., 2011) with 95% accuracy along
with the National Institute of Mental Health’s (NIMH) Center

for Study of Emotion and Attention (CSEA) International
Affective Picture System (IAPs) (Lang et al., 1997). One of
the most widely used metrics for emotion evaluation is the
NIMH CSEA Self-Assessment Manikin (SAM) (Bradley and
Lang, 1994). Waltemate et al. (2018) used SAM to evaluate
emotion concerning the sense of presence and immersion in
embedded user avatars with 3D scans through an iVR social
experience. SAM enables the evaluation of dimensional emotion
(through quantifying valence, arousal, and dominance) by using
a picture-matching survey to evaluate varying stimuli. It has been
validated for pictures, audio, words, event-related potentials,
functional magnetic resonance imaging, pupil dilation, and more
(Bradley and Lang, 1994; Lang et al., 1997; Bynion and Feldner,
2017; Geethanjali et al., 2017).

In addressing emotional experiences that influence presence,
or a user’s sense of “being in” an iVE, we must consider
what influences these experiences. Broadly, the majority of
research turns to human perception to answer this question.
Previous psychological research on threat perception, fear, and
exposure therapy implies a relationship between perception and
emotion. Perception influences emotion and presence in an
iVE, which enables a controlled environment for identifying
the most relevant aspects of each user’s emotional experience
(Baños et al., 2004). The association between perception and
conceptual information in iVR must also be considered, as this
can play a crucial role in eliciting emotional reactions. For
behavior research focusing on areas such as fear, anxiety, and
exposure effects, it is vital that iVR is able to induce emotional
reactions leading presence and immersion (Diemer et al., 2015).
This can be achieved by adjusting perceptual feedback of a user’s
actions through visual cues, sounds, touch, and smell to trigger
an emotional reaction. This goes two ways, in the sense that iVR
allows the consideration of how perception can be influenced by
iVR itself while also enabling emotional engagement. Therefore,
researchers can dissociate perceptual and informational processes
as controlled conditions to manipulate their studies in unique
ways using iVR (Baños et al., 2004). Given that researchers have
found ways to model and influence perception for presence and
emotion, what has been done in iVR?

3.4. Human Perception and Multi-Sensory
Displays
Human perception appears to be the ultimate driver of
user behavior. Yee and Bailenson’s (2007) Proteus effect has
demonstrated how both self-representation and context in a
virtual environment can be successfully influenced via iVR
HMDs. The way we perceive the world around us—through
our expectations, self-representation, and situational context—
may influence how we act and how we approach behavioral
tasks. Human perception is reliant on multimedia sensing,
such as processing sight, sound, feel, smell, and taste (Geldard
et al., 1953). This is problematic because the majority of
published research on iVR does not account for this; many
studies focus on a singular modality such as a sight or sound,
and only occasionally connect sight, sound, and feel. However,
with modern advances in commercially available hardware, all
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senses except for taste have the potential to be controlled in a
virtual environment.

3.4.1. Stimuli and Perception
Exploring new input modalities for iVR in physical rehabilitation
may help discover new and effective approaches for treatment
experience. For example, there have been many studies that
have examined how haptic feedback can communicate, help
recognize, and inform pattern design for emotions. Bailenson
et al. (2007) examined how interpersonal touch may reflect
emotional expression and recognition through a hand-based
force-feedback haptic joystick. They found that users were
able to both recognize and communicate emotions beyond
chance through the haptic joystick. In a study by Mazzoni
and Bryan-Kinns (2015), the design and evaluation of a haptic
glove for mapping emotions evoked by music were found to
reliably convey pleasure and arousal. Bonnet et al. (2011) found
that facial expression emotion recognition was improved when
utilizing a “visio-haptic” platform for virtual avatars and a haptic
arm joystick. Salminen et al. (2008) examined the patterns of
a friction-based horizontally rotating fingertip stimulator for
pleasure, arousal, approachability, and dominance for hundreds
of different stimuli pairs. Fingertip actuation indicated that a
change in the direction and frequency of the haptic stimulation
led to significantly different emotional information. Obrist et al.
(2015) demonstrated that patterns in an array of mid-air haptic
hand stimulators map onto emotions through varying spatial,
directional, and haptic parameters. Miri et al. (2020) examined
the design and evaluation of vibrotactile actuation patterns for
breath pacing to reduce user anxiety. The authors found that
frequency, position, and personalization are critical aspects of
haptic interventions for social-emotional applications.

Many prior studies have also found that olfactory echoing
principle of universal emotions. Fox (2009) has examined the
human sense of smell and its relationship to taste, human
variation, children, emotion, mood, perception, attraction,
technology, and related research. Sense of smell is often
dependent on age (younger people outperform older people),
culture (western cultures differ from eastern cultures), and sex
(women outperform men). However, other studies suggest that
sense of smell mainly depends on a person’s state of mental and
physical health, regardless of other factors. Some 80-year-olds
have the same olfactory prowess as 20-year-olds, and a study
from the University of Pennsylvania showed that people who
are blind do not necessarily have a keener sense of smell than
sighted people (Fox, 2009). It appears to be possible to “train”
one’s sense of smell to be more sensitive. This poses a problem for
researchers, as some subjects in repetitive experiments become
skilled in this (i.e., the weight of scent differ for people depending
on their sensitivity). Subsequently, Fox (2009) has argued that
“the perception of smell consists not only of the sensation of the
odors themselves but of the experiences and emotions associated
with sensations.” These smells can evoke strong emotional
reactions based on likes and dislikes determined by the emotional
association. This occurs because the olfactory system is directly
connected with an ancient and primitive part of the brain called
the limbic system where only cognitive recognition occurs. Thus,

a scent may be associated with the triggering of deeper emotional
responses. Similar to the Proteus effect (Yee and Bailenson, 2007),
our expectations of an odor influence our perception and mood
when encountering the stimulus (Fox, 2009).

In terms of perception, positive emotions are indicated with
pleasant fragrances and can affect the perception of other people
(such as attractiveness of perfume and photographs). Unpleasant
smells tend to lead to more negative emotions and task-based
ratings (such as when viewing a picture or a completing survey
of pleasant or unpleasant odors). General preferences for smells
exist (i.e., that the smell of flowers is pleasant and that the smell
of gasoline or body odor is unpleasant). Some fragrances, such
as vanilla, are universally perceived as pleasant (which is why
most perfumes use vanilla). Perfume makers have also shown
that appropriate use of color can better identify our liking of
fragrance (Fox, 2009). This is supported by the work of Hirsch
and Gruss (1999), who explored how olfactory aromas can be
quantified to demonstrate arousal. They explored 30 different
scents via wearable odor masks with 31 male volunteers. By
measuring penile blood flow, the authors found that every smell
produced an increase of penile blood flow when compared to
no odor, and that pumpkin pie and lavender (which, according
to Fox, is considered a universally pleasant scent) produced
the most blood flow, with a 40% increase (Hirsch and Gruss,
1999). There appear to be universal smells that are coherent
across different demographics, similar to Ekman’s argument for
universal emotions shared by different races, animals, and sexes
(Ekman, 1992; Fox, 2009). An ultimate display that could utilize
these smells and adapt to each user’s individual preferences by
understanding their presence and emotion could be useful in
both eliciting an engaging medium of therapy and discovering
new universal stimuli.

3.4.2. On Multi-Modal Immersive Virtual Reality

Environments
Many researchers have started to recognize and explore the
potential of multi-modality iVR interfaces. In an exploratory
study by Biocca et al. (2001), the authors concluded that
presence may derive from multi-modal integration, such as
haptic displays, to improve user experiences. Bernard et al.
(2017) showcased an Arduino-driven haptic suit for astronauts
to increase embodied situation awareness, but no evaluation was
reported. Goedschalk et al. (2017) examined the potential of the
commercially available KorFX vest to augment aggressive avatars,
but found an insignificant difference between the haptic and non-
haptic conditions. And, Krogmeier et al. (2019) demonstrated
how a bHaptics Tactisuit vest can influence greater arousal,
presence, and embodiment in iVR through a virtual avatar
“bump.” The authors found significantly greater embodiment
and arousal with full vest actuation compared to no actuation.
However, this study only examined a singular pattern and one
set stimuli.

Numerous examples can also be seen with thermal actuation,
haptic retargeting, and olfactory input. For example, Wolf
et al. (2019) and Peiris et al. (2017) explored thermal
actuation embedded in iVR HMD facial masks and tangibles
which increased enjoyment, presence, and immersion. Doukakis

Frontiers in Virtual Reality | www.frontiersin.org 7 November 2020 | Volume 1 | Article 585993

https://www.frontiersin.org/journals/virtual-reality
https://www.frontiersin.org
https://www.frontiersin.org/journals/virtual-reality#articles


Elor and Kurniawan The Ultimate Display for Physical Rehabilitation

et al. (2019) evaluated a modern system for audio-visual-
olfactory resource allocation with tri-modal virtual environments
which suggested that visual stimuli is the most preferred for
low resource scenarios and aural/olfacotry stimuli preference
increases significantly when budgeting is available. Warnock
et al. have found that multi-modality notifications through
visual, auditory, tactile, and olfactory interfaces were significant
in personalizing the needs and preferences of home-care tasks
for older adults with and without disability (McGee-Lennon
and Brewster, 2011; Warnock et al., 2011). Azmandian et al.
(2016) used haptic virtual objects to “hack” real-world presence
by shifting the coordinates of the virtual world, leading users
to believe that three tangible cubes lay on a table when in
reality there was only one cube. Olfactory inputs have been
found to be incredibly powerful in increasing immersion and
emotional response, such as in Ischer et al.’s (2014) Brain
and Behavioral Laboratory Immersive Oder System, Aiken and
Berry’s (2015) review of olfaction for PTSD treatment, and
Schweizer et al.’s (2018) application of iVR and olfactory input
for training emergency response. Dinh et al. (1999) demonstrated
that multi-sensory stimuli for an iVR virtual office space can
increase both presence and spatial memory from a between-
subjects factorial user study that varied level of visual, olfactory,
auditory, and tactile information. These systems have shown
great promise in personalizing systems with the capability to
rapidly adapt to smells in an iVR environment. Beyond these
theories and proposed systems, there are many limitations and
challenges to keep in mind when translating these theories into
applied environments.

3.5. Limitations of Current Studies for iVR
Behavior and Perception
Immersion, presence, and emotion are critical in influencing an
engaging, motivating, and beneficial iVR therapy. However, these
themes are not analyzed in iVR therapy studies as standard.
This may be primarily due to a lack of uniform quantification
of these areas. However, there are many surveys and sensing
techniques used to quantify biofeedback, such as the NIMH
CSEA SAM and valence-arousal models. Even when studies
incorporate such considerations, sample sizes are usually small
and methodology is not always transparent. A gold standard can
be seen with the NIMH CSEA Self-Assessment Manikin (Bynion
and Feldner, 2017; Geethanjali et al., 2017), for which affect is
validated using a stimuli database that has been pre-validated
by hundreds of participants. There may be a clear benefit in
releasing the iVR stimuli evaluated through the ultimate display
to create an international affective database for cross-modal
virtual reality stimuli.

The user’s understanding of how to perform therapy exercises,
as well as their commitment to performing them for the duration
of the therapy, is critical to ensure effectiveness of rehabilitation.
The emotional response generated by an immersive experience
influences user engagement and may motivate patients to
continue with the objectives of the virtual experience (Chittaro
et al., 2017). Therefore, we ask: how might we quantify the success
of iVR stimuli toward affecting a users emotional engagement?

This leads us to the next section, in which we discuss how
understanding the increasing availability of biometric sensors
and biofeedback devices for public use may help us find answers
to these questions (Soares et al., 2016).

4. IMMERSIVE VIRTUAL REALITY AND
BIOFEEDBACK

This section aims to identify the theory and usage of biofeedback
through a variety of sensory modalities for immersive media and
behavioral theory. Biofeedback devices have gained increasing
popularity, as they use sensors to gather useful, quantifiable
information about user response. For example, the impedance
of the sweat glands, or galvanic skin response (GSR), has been
correlated to physiological arousal (Critchley, 2002; Boucsein,
2012). This activity can be measured through readily available
commercial GSR sensors, and has been explored by researchers
to measure the arousal created by media such as television,
music, and gaming (Rajae-Joordens, 2008; Salimpoor et al.,
2009). Different types of iVR media may affect biofeedback
performance. Cameiro et al. analyzed niVR-based physical
therapy that uses biofeedback to adapt to stroke patients
based on the Yerkes-Dodson law (Cameirao et al., 2009) or
the optimal relationship between task-based performance and
arousal (Cohen, 2011). By combining heart rate (HR) with GSR,
game events and difficulty were quantitatively measured for
each user to evaluate optimal performance. Another example
can be seen in the work of (Liu et al., 2016), in which GSR
alone achieved a 66% average emotion classification accuracy for
users watching movies. Combined with GSR, HR can indicate
the intensity of physical activity that has occurred. There is
definite potential in evaluating the GSR and HR of each user
to determine the intensity of the stimuli using different systems
of iVR. However, GSR and HR are not the only biometric
inputs that could be potentially leveraged when understanding
an immersive experience.

In another biofeedback modality, commercially available
electroencephalography (EEG) sensors have shown great promise
in capturing brain activity and even in inferring emotional states
(Ramirez and Vamvakousis, 2012). Brain-computer Interfaces
(BCI) incorporating EEG devices have become ever more
affordable and user-friendly, with computational techniques
for understanding user engagement and intent in medical,
entertainment, education, gaming, and more (Al-Nafjan et al.,
2017). Based on a review of over 280 BCI-related articles,
Al-Nafjan et al. (2017) have argued that EEG-based emotion
detection is experiencing booming growth due to advances in
wireless EEG devices and computational data analysis techniques
such as machine learning. Accessible and low-cost BCIs are
becoming more widely available and accurate in the context of
both medical and non-medical applications. They can be used
for emotion and intent recognition in entertainment, education,
and gaming (Al-Nafjan et al., 2017). When compared with 12
other biofeedback experiments, studies that used EEG alone were
able to reach 80% max recognition (Goshvarpour et al., 2017).
Arguably, the most considerable challenges of BCI are costs, the
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impedance of sensors, data transfer errors or inconsistency, and
ease of use (Al-Nafjan et al., 2017; Goshvarpour et al., 2017).

Even with these challenges, EEG has been successfully
used to as a treatment tool for understanding conditions
like attention deficit/hyperactivity disorder (ADHD), anxiety
disorders, epilepsy, and autism (Marzbani et al., 2016). Brain
signals that are characteristic of these conditions can be analyzed
with EEG biofeedback to serve as a helpful diagnostic and
training tool. Sensing apparatus can be coupled with interactive
computer programs or wearables to monitor and provide
feedback in many situations. By monitoring levels of alertness
in terms of average spectral power, EEG can aid in diagnosing
syndromes and conditions like ADHD, anxiety, and stroke
(Lubar, 1991). Lubar et al. (1995) used the brainwave frequency
power of game events to extract information about reactions to
a repeated auditory stimulus, and have demonstrated significant
differences between ADHD and non-ADHD groups. Through
exploring different placements and brainwave frequencies of EEG
sensors across a user’s scalp, different wavebands can be used
to infer the emotional state and effect of audio-visual stimuli
(Deuschl et al., 1999). For example, Ramirez and Vamvakousis
(2012) used the alpha and beta bands to infer arousal and valence,
respectively, which are then mapped to a two-dimensional
emotion estimation model. With these examples in mind, how
does one quantify brainwaves for emotional inference?

4.1. Brainwaves as a Means of Studying
Emotional Intelligence
Hans Berger, a founding father of EEG, was one of the first to
analyze these frequency bands of brain activity and correlate
them to human function (Haas, 2003; Llinás, 2014). The analysis
of different brainwave frequencies has been correlated to different
psychological functions, such as the 8–13 Hz Alpha band relating
to stress (Foster et al., 2017), the 13–32 Hz Beta band relating to
focus (Rangaswamy et al., 2002; Baumeister et al., 2008), the 0.5–
4 Hz Delta band relating to awareness (Walker, 1999; Hobson
and Pace-Schott, 2002; Iber and Iber, 2007; Brigo, 2011), the
4–8 Hz Theta band relating to sensorimotor processing (Green
and Arduini, 1954; Whishaw and Vanderwolf, 1973; O’Keefe
and Burgess, 1999; Hasselmo and Eichenbaum, 2005), and the
Gamma band of 32–100 Hz related to cognition (Singer and
Gray, 1995; Hughes, 2008; O’Nuallain, 2009). These different
frequencies may prove fruitful in quantifying the effects of virtual
stimuli during iVR based physical therapy, taking into account
the fact that signals may be noisy due to other biological artifacts
and must be handled carefully (Vanderwolf, 2000; Whitham
et al., 2008; Yuval-Greenberg et al., 2008). For example, alpha
activity is reduced with open eyes, drowsiness, and sleep (Foster
et al., 2017); increases in beta waves have been suggesting for
active, busy, or anxious thinking and concentration (Baumeister
et al., 2008); delta activity spikes with memory foundation
(Hobson and Pace-Schott, 2002) such as flashbacks and dreaming
(Brigo, 2011); theta activity increases when planning motor
behavior (Whishaw and Vanderwolf, 1973) path spatialization
(O’Keefe and Burgess, 1999) memory, and learning (Hasselmo

and Eichenbaum, 2005); and gamma shows patterns related to
deep thought, consciousness, and meditation (Hughes, 2008).

Additionally, there are many methods for evaluating and
classifying emotions with brainwaves. Eimer et al. (2003)
used high-resolution EEG sensing to analyze the processing
of Ekman’s six basic emotions via facial expression during
P300 event-related potential analysis (ERP). Emotional faces
had significantly different reaction times from neutral faces
(supporting the rapid onset of emotion Ekman’s principle). The
authors concluded that ERP facial expression effects gated by
spatial attention appear inconsistent, however, ERP effects are
directly due to Amygdala activation, they also conclude that
ERP results demonstrate facial attention is strongly dependent
on facial expression, and that the six basic facial expressions
with emotions were strikingly similar (Eimer et al., 2003). ERPs
are an effective way to quantify EEG brainwave readings for
emotional analysis, but they are not always reliable. However,
they can accurately gauge from an arousal response by looking
at a P300 window of revealing stimuli. These techniques
open opportunities for estimating emotion through multiple
biofeedback modalities.

Researchers have combined these EEG interfaces with other
forms of multi-modal biometric data collection such as GSR
and HR to increase the inference of affective response. By
combining GSR with HR and EEG, researchers have been able
to increase the accuracy of emotion recognition (Liu et al.,
2016; Goshvarpour et al., 2017). Other niVR based games
have successfully incorporated the use of these biofeedback
markers to determine physiological response (Cameirao et al.,
2009; Soares et al., 2016). However, there is a lack of studies
exploring these biometrics with iVR and physical therapy, such
as the one described in this paper. This is particularly true
in the case of examining long-term use beyond the novelty
period and allowing for user acclimatization to the experimental
environment. With such limitations in mind, it is possible that
these effects and psychological responses could be quantitatively
measured through combining active EEG sensing with the
flexible stimuli of iVR gameplay. In the light of this, what has
been done to bridge biofeedback to iVR?

4.2. Biofeedback Systems Utilized With
Virtual Reality
The closest experience (albeit not immersive) to the proposed
ultimate display augmentation for rehabilitation discussed in
this paper can be seen in i Badia et al.’s work on a procedural
biofeedback-driven nonlinear 3D-generated maze that utilized
the NIMH CSEA International Affective Picture System. VR
mental health treatment has seen extensive exploration and
promising results over the past two decades. However, most
of the experiences are not personalized for treatment, and
more personalized treatment is likely to lead to more successful
rehabilitation. i Badia et al. (2018) has argued for the use of
biofeedback strategies to infer the internal state of the patient
state. Users navigated a maze where the visuals and music were
adapted according to emotional state (i Badia et al., 2018).
The framework incorporated the Unity3D game engine in a
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procedural content generation through three modules of real-
time affective state estimation, event trigger computation, and
virtual procedural scenarios. These were connected in a closed-
loop during runtime through biofeedback, emotion game events,
and sensing trigger events. The software architecture uses any
iVR medium and runs the Unity application with a separate
process for data acquisition via UDP protocol, which was
published and shared as a Unity plugin (i Badia et al., 2018).
Overall results indicated significance for anger, fear, sadness, and
neutral (in Friedman analysis), and a Self-Assessment Manikin
Indicated significant feelings of pleasantness associated with
the experience. However, the game was not explored using an
immersive medium (instead, a Samsung TV was used), varying
intensity was not explored, and control factors were random to
each user, which may have influenced results (i Badia et al., 2018).

Immersive experiences exploring low-cost commercial
biofeedback devices have been also been presented, although
methodology has not been fully disseminated. Redd et al. (1994)
found that cancer patients during Magnetic Resonance Imaging
responded with a 63% decrease in anxiety with heliotropin
(a vanillalike scent) with humidified air when compared to
a odorless humidified air alone. Expanding upon this work,
Amores et al. (2018) utilized a low-cost commercial EEG device,
a brain-sensing headband named Muse 2 (InteraXon, 2019),
with an olfactory necklace and immersive virtual reality for
promoting relaxation. By programming odor to react to alpha
and theta EEG activity within iVR, users demonstrated increases
of 25% physiological response and reported relaxation when
compared to no stimulus. This may validate the effectiveness
of combining iVR with olfactory input, as well as the ability to
quantify mental state through physiological changes through
low-cost, low-resolution commercial EEG.

In another example, Abdessalem et al. compared mental
activity of EEG recordings to the International Affective Picture
System for a serious game named “AmbuRun.” Users entered
an iVR game in which they had to carry a patient in an
ambulance to the hospital and drive it through traffic. They
evaluated the game with 20 participants, and the difficulty
adapted to each user so that higher frustration led to more
traffic (Abdessalem et al., 2018). The authors identified significant
results; 70% of players reported that the game was harder when
they were frustrated, while only 15% said they did not notice
any change in difficulty. However, this study does not share
baseline EEG activity results, nor does it explain the adaptive
difficulty algorithms that were used (Abdessalem et al., 2018).
Other examples relating biofeedback and iVR can be found in
the work of Marín-Morales et al. (2018), who examined EEG
and heart rate variability with portable iVR HMDs to elicit
emotions by exploring 3D architectural worlds. Krönert et al.
(2018) developed a custom headband that recorded BVP, PPG,
and GSR while adults completed various games in learning
environments. Van Rooij et al. (2016) developed a game that
displayed diaphragmatic breathing patterns in children with the
aim of reducing in-game anxiety, and was able to get users to
reverse panic attacks. Again, while all these results were highly
promising in incorporating biofeedback techniques to augment
iVR user experiences, they were also lacking in many areas.

4.3. Limitations of Current Studies for iVR
Biofeedback
A large amount of work has been done independently in the
biofeedback field in terms of methods of sensing mental activity,
and there is now a plethora of sensingmethods. Some games have
been created incorporating biofeedback with promising results.
However, these studies are often vague and do not publish stimuli
or demos beyond what is written in the paper. In this literature
review, we have found that most of these biofeedback games
are not multi-modal sensing and thus do not account for any
low-resolution sensing or movement artifacts from gameplay
through sensor fusion (i.e., HR and GSR could be used with
in-game behavior to cross-validate physiological signal change
during therapy with EEG sensing). Additionally, the majority
of these studies do not incorporate runtime feedback from the
user themselves (beyond pre- or post-test surveys). Quantifying
emotion is usually done either solely through biofeedback and
emotion estimation, or post-test surveys, but never both during
runtime. It is possible that biofeedback emotional estimation
combined with embedded gameplay surveys may be a way to
better objectively measure presence, as long as immersion is not
broken when queried for survey response.

Additionally, these studies are often not conducted with
multi-modal stimuli. Human perception is inherently multi-
modal, and perhaps emotional response may become more
accurate when utilizing multiple human senses beyond audio and
visual stimuli. What happens when we factor in smell and touch
while collecting biofeedback measures within iVR? As with the
other limitations discussed in the previous two sections, much
of this work is not disseminated beyond the papers themselves
[with the exception of i Badia et al.’s (2018) published biofeedback
plugin]. Future researchers can address these limitations by fully
disseminating their methodology and algorithms in their work,
and such aspects should be transparent toward the design and
evaluation of immersive media with biofeedback.

5. AN ULTIMATE DISPLAY FOR PHYSICAL
REHABILITATION

We dedicate this section to expand upon the current literature
review and bridge the discussions in the previous sections
on immersive virtual reality, rehabilitation, behavioral theory,
and biofeedback. In the previous sections, we discussed
how the newfound commercial adoption of iVR devices and
the affordability of biofeedback devices may lead to new
opportunities for adaptive experiences in healthcare that are
feasible for the average consumer. iVR-based therapy from
psychological, physiological, and telepresence applications have
shown great promise and great potential. The theory and
success behind iVR as a medium for healthcare intervention
is driven by immersion and its relationship with presence and
emotion. Because presence and emotion tend to be subjective,
quantification of their measures is not always reproducible.
However, many quantification methods exist, ranging from a
sensing algorithmic approach to a variety of validated surveys.
The current literature review has found that more work must be
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done to provide clear guidelines, universal iVR stimuli to evaluate
affect, and an environment that factors multi-modal sensing and
stimulation for presence and emotion. These items may address
a need for a controllable multi-modal immersive display that
can factor in physical and emotional intelligence through both
qualitative and quantitative biofeedback.

5.1. Augmenting the Ultimate Display
To bridge the many academic works that we have surveyed,
we consider a theoretical framework toward augmenting the
ultimate display for rehabilitation. Such an augmentation would
utilize the capabilities of a controlled iVE and quantifying
emotion both through biofeedback (i.e., heart rate, sweat
glands, and brainwaves) while also using in-game surveys to
measure the user’s self-perception and emotional state. The
environment would factor in human perception and emotion
through multiple co-dependent senses rather than a single sense.
This could be achieved via olfactory modules, haptic feedback
vests, and iVR HMDs. The system must account for pre-
gameplay states and develop a baseline emotion profile for each
user; this could be done by asking the user to relax for a
set period of time while in the display in order to calibrate
biofeedback sensors. With such a profile, we could examine
how biofeedback changes occur when the user is presented with
varying stimuli during exercise. The system may follow the
effects of physical rehabilitation performance in comparison to
biofeedback response and presented stimuli. By factoring in these
metrics, we may be able to provide an iVR healthcare experience
that adapts to each user’s individual response and preferences.

This augmented display would equate to a sandbox controlled
virtual environment to assist in the therapy process by
enabling users to explore new attitudes, modulate cognitive
biases, and examine behavioral responses. Through these multi-
modal sensory and motor simulations, researchers could craft
experiences to assist in therapeutic engagement, and quantify
or adapt the experience through biofeedback during runtime.
Our vision for this augmented ultimate display comes from the
synergy of three components: immersive media, biofeedback,
and wearable robotics. Figure 1 demonstrates these mediums
as inputs to augment the therapy process and show how
they bring about emotional intelligence, physical intelligence,
and adaptability.

As discussed in the previous sections, many components of
this proposed augmentation have been rigorously researched
independently within their respective fields. The synergies of
these areas have the potential to produce emotional, physical,
and adaptive intelligence from the interdisciplinary combination
of these mediums. Nevertheless, these concepts are often not
applied to healthcare. Some emergent research, as discussed in
the previous sections [such as the work of i Badia et al.’s (2018)],
has explored synergies between these areas, but these have not
been fully demonstrated in healthcare or rehabilitation. Given
the potential that immersive media has shown in therapy and
rehabilitation, these fields and their synergies should be explored
as one. This is necessary to advance the field of immersive
media for healthcare and to fully understand how an ultimate
display augmented for rehabilitation can be met. The center of

Figure 1 represents this vision; a display in which the very world
the user performs their rehabilitation in can adapt its difficulty
and game mechanics to motivate and guide them through their
emotional response through immersive computational media.
Such a display would explore the limits of modeling a person’s
emotional reaction, mental perception, and physical ability,
while also applying rehabilitation theory in a quantifiable and
controlled environment. Just as the moon influences the tide,
perhaps this display could influence our emotional “tides” to best
perform rehabilitative tasks by influencing our perception for the
better. The core elements of this biometric infused cyber-physical
approach to immersive media in rehabilitation are illustrated
in Figure 1.

This review examined how iVR can be a powerful tool in
reducing discomfort and pain. As in the case of SnowWorld,
created at University of Washington’s HITLab, the experience
demonstrated that iVR can be as effective as morphine in
reducing pain for burn victims (Gromala et al., 2015). Much of
this success can be attributed to the benefits and affordances of
immersion (Bowman and McMahan, 2007; Slater, 2009; Diemer
et al., 2015; Skarbez et al., 2017). Therefore, the augmented
ultimate display would need to enable the crafting of virtual
worlds with high levels of presence and emotional engagement
to assist user perception in overcoming adversity experienced in
rehabilitation (such as pain and discomfort). One example to
explore this may be readily feasible by augmenting the NIMH
International Affective Databases (IAD) (Lang et al., 1997).
Researchers could extend these existing stimuli with multi-
modality and evaluate user experience through biofeedback.
Additionally, through utilizing the capabilities of a controlled
iVE, emotion could be accurately quantified through both
employing biofeedback while also using in-game surveys to
measure the user’s self-perception and emotional state. This
data might be further explored to adapt both the immersive
media stimuli and the level of assistance. For example, such an
experience may allow researchers to build a baseline affective
dataset for each user that could be applied to other immersive
healthcare experiences with iVR. Similar emotional states from
this baseline experience can be used to predict emotional
response in order to adjust game difficulty and assist users with
physical movement. Through this process, we may be able to
create the ultimate behavioral sandbox for quantifying emotion
during behavioral tasks and collect profiles to be applied to
runtime physical therapy environments that can account for
emotional intelligence during gameplay.

5.2. The Ultimate Display as a
Rehabilitation Toolbox for Task-Based
Experiences
The development of an augmented ultimate display for
rehabilitation may have broader impacts in the field of healthcare
research. To illustrate some of the many theories that this system
could explore, we share the following for consideration:

• Perception theory indicates that human perception is the
composition of parallel senses of sight, hear, smell, feel, and
taste, all of which influence behavior presence (Chalmers and
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FIGURE 1 | Components of the theoretical ultimate display augmented for rehabilitation. Areas and some of their synergies through immersive media, wearable

robotics, and biofeedback. Elements of wearable robotics enable automated tracking of user progression. Physical intelligence examples include haptic stimulation,

physical assistance, and positional sensing informed between the virtual experience and the wearable. Emotional intelligence examples include personalizing iVR

stimuli by arousal response and calibrating the difficulty of iVR therapy based on heart rate. Adaptability examples include adjusting the physical assistance of

wearable robotics and allowing for biometric input modalities to enable users of mixed ability to participate in the virtual experience.

Ferko, 2008). Subsequently, a multi-sensory iVR experience
should induce more significant immersion with affordances
for presence and emotional response (Bowman andMcMahan,
2007; Slater, 2009; Diemer et al., 2015; Skarbez et al., 2017). If
this is true, perhaps we can create better iVR experiences for
higher therapy engagement, compliance, and satisfaction.

• The Yerkes-Dodson Law states that, for any behavioral task,
there is an optimal level of arousal to induce the optimal
level of performance (Cohen, 2011). This law is one of the
most frequently cited cognitive psychology theories but
has never been verified (Teigen, 1994). If we can quantify
arousal with the ultimate display by combining biofeedback
sensing with in-game micro surveys, we may be able to
verify the relationship between arousal and task-performance.

If this is true, we may be able to create optimal stimuli
to assist users in overcoming adversity within their
therapy regimen.

• Csikszentmihalyi’s Flow Theory suggests that total
engagement in an activity can be achieved when perceived
opportunities (challenges) are in balance with the action
capabilities (skills) of an experience (Csikszentmihalyi,
1975, 1990). This concept has been extended in virtual
environments with “Gameflow,” where user enjoyment is a
result of balancing an environment’s required concentration,
challenge, skill, control, goals, feedback, immersion, and
interaction of an environment (Sweetser and Wyeth, 2005).
Similarly to the Yerkes-Dodson Law, augmenting the ultimate
display for physical rehabilitation enables a controlled
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environment to develop and measure optimal models of user
engagement with therapy tasks.

5.3. Limitations of This Review
There are many limitations to consider in this review. Firstly,
the fields of rehabilitation, immersive media, and biofeedback
are vast and ever-changing. However, we believe this review
provides an adequate snapshot of the current potential that each
of these literature review themes holds for assistive application.
Additionally, this study primarily focused on iVR through head-
mounted displays. Other extended reality mediums, such as
spatial computing with augmented and mixed reality headsets,
should be considered. With the advent of 5G edge computing
and many extended reality devices exploring high-throughput
streaming and social interaction, new paradigms for iVR-based
therapy may emerge in the coming years. Yet, we believe that this
review of iVR-based HMDs is still very relevant due to newfound
consumer adoption and the necessity to drive and review the
limitations of a field that is currently still maturing.

6. CONCLUSION

Immersive virtual reality paired with multi-modal stimuli
and biofeedback for healthcare is an emerging field that is
underexplored. Our bridging review of iVR contributes to the
body of knowledge toward understanding immersive assistive
technologies by reviewing the feasibility of a biometric-infused
immersive media approach. We reviewed and discussed iVR
therapy applications, the behavioral theory behind iVR, and
quantification methods using biofeedback. Common limitations
in all these fields include the need to develop a standard
database for iVR-affective stimuli and the need for transparent
dissemination of experimental methodology, tools, and user
demographics in evaluating iVR for healthcare. We proposed

an ultimate display augmented for rehabilitation that utilizes
virtual reality by combining immersive media, biofeedback,
and wearable robotics. Specific outcomes of such a system
may include new algorithms and tools to integrate emotion

feedback in iVR for researchers and therapists, discoveries
of new relationships between emotion and action in physical
therapy, and new methodologies to produce optimal therapy
benefits for patients by incorporating immersive media and
biometric feedback. These results may lead to deeper mediums
for both clinical and at-home therapy. They may uncover
novel approaches to rehabilitation and increase the affordability,
accuracy, and accessibility of treatment. We believe that future of
iVR healthcare may become a new field of therapy; a field that
is centered on immersive physio-rehab that reacts, learns, and
adapts its stimuli and difficulty to each individual user to establish
a more engaging and impactful rehabilitation experience.
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