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A study was performed using a virtual environment to investigate the relative importance of
spatial audio fidelity and video resolution on perceived audio-visual quality and immersion.
Subjects wore a head-mounted display and headphones and were presented with a virtual
environment featuring music and speech stimuli using three levels each of spatial audio
quality and video resolution. Spatial audio was rendered monaurally, binaurally with head-
tracking, and binaurally with head-tracking and room acoustic rendering. Video was
rendered at resolutions of 0.5 megapixels per eye, 1.5 megapixels per eye, and
2.5 megapixels per eye. Results showed that both video resolution and spatial audio
rendering had a statistically significant effect on both immersion and audio-visual quality.
Most strikingly, the results showed that under the conditions that were tested in the
experiment, the addition of room acoustic rendering to head-tracked binaural audio had
the same improvement on immersion as increasing the video resolution five-fold, from
0.5 megapixels per eye to 2.5 megapixels per eye.
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1 INTRODUCTION

The term “immersion” has been defined as a psychological state whereby one perceives oneself to be
enveloped by, included in and interacting with a virtual environment (Witmer and Singer, 1998).
Spatial audio, 3-D visuals, wide field of view (FOV) and head-tracking have been shown to improve a
user’s immersion in a virtual environment (VE) (Hendrix and Barfield, 1996a; Hendrix and Barfield,
1996b), and higher video resolution has been shown to do the same in television (Bracken, 2005).
With the advent of virtual reality, the reproduction of 3-D spatial audio over headphones has seen a
surge in implementation recently. Headphone systems offer considerable control compared to
loudspeaker configurations, as the listener can move freely without leaving the “sweet spot”.
Increasing the level of spatial audio fidelity delivered to the user through their headphones can
increase their sense of immersion in a VE by presenting more of the cues associated with the
environment and natural listening (Kapralos et al., 2008). With the addition of head tracking, the
listener can more easily localise audio sources as the real-time updating of head-related transfer
functions (HRTFs) can reduce front-back reversals (Begault et al., 2001). Head-tracking also allows a
VR scene to stay static while the listener moves their head, which is more akin to natural listening.

Auralisation is the process of rendering a sound source with environmental context so that it
sounds as if the listener were in the space. Reverberation from the environment provides the listener
with high-level spatial cues (Rumsey, 2001): the ratio of direct to reverberant sound gives the listener
cues as to their distance from the source (Kolarik et al., 2016), and the overall reverberation time and
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timing of early reflections provides cues as to the size and shape of
the room (Rumsey, 2001), and helps the listener to navigate the
environment and estimate their distance from its surfaces
(Pelegrín-García et al., 2018). Reverberation provides a sense
of spaciousness. Two important attributes often associated to
spaciousness are “auditory source width”, which is affected by
directional and spectral properties of the early reflections
(Kaplanis et al., 2014), and “listener envelopment”, which is
affected by the spatial distribution of late reflections. The
surrounding and enveloping properties of reverberation are
implicit to the concept of sensory immersion. Auralisation was
also shown to facilitate sound source externalisation and reduce
front-back confusion (Begault et al., 2001; Geronazzo et al., 2020),
which are particularly common when binaural audio is rendered
using non-individualised HRTFs (Stitt et al., 2019; Geronazzo
et al., 2020).

A sound source can be auralised using artificial reverberation
models. There are many methods through which realistic
reverberation can be simulated; for a thorough review of these
methods please see (Välimäki et al., 2012) and (Välimäki et al.,
2016). Scattering Delay Networks (SDN) (De Sena et al., 2015)
was the room acoustic model used in the tests described in this
paper. SDN is particularly suitable for use in computer gaming,
VR and AR and other real-time rendering applications
(Geronazzo et al., 2020; Yeoward et al., 2021), owing to its
spatial fidelity and computational efficiency, achieved by
rendering accurately only the most perceptually significant
reflections.

The film and television industries have long been aware of the
significance of sound in creating an immersive experience;
George Lucas famously stated that “the sound and music are
50 percent of the entertainment in a movie” (Shields, 2002).
However, little formal research has been conducted to formally
investigate the relative importance of audio and video for the
feeling of immersion.

Witmer and Singer (1998) conjectured that the auditory and
other sensory modalities may contribute less to the feeling of
immersion than the visual modality, as much of information from
the environment is derived typically from the visual system.
Begault et al. (1998), on the other hand, suggest that sound
may have an inherent advantage in creating an immersive
experience as the ears have an omnidirectional pickup whereas
the eyes have a limited FOV. Experiments conducted by Hendrix
and Barfield (1996b) showed a 20% mean increase in presence
from non-spatialised to spatialised audio for subjects in a virtual
environment consisting of a frontal 3D display and headphones-
based reproduction. Similar results have been observed with
subjects wearing a head-mounted display (HMD) and
headphones (Dinh et al., 1999; Kern and Ellermeier, 2020) and
in a CAVE environment with loudspeakers (Larsson et al., 2007).
Bracken (2005) found that in TV applications, increasing video
resolution from NTSC (4:3, 480 lines) to HDTV (16:9,
1,080 lines) increased subjects’ immersion by 3.35 points (p =
0.06) on a 7-point scale. These experiments have shown the
importance of spatial audio and video resolution for immersion.
The relative importance of spatial audio fidelity and video
resolution, on the other hand, is yet to be investigated. This is

the primary aim of the experiment in this paper. Insights into
underlying trade-offs could have a profound impact on how
might VE designers allocate resources for each modality to most
efficiently craft immersive experiences.

The experiment presented in this paper was conducted using a
HMD where participants were shown a virtual environment with
varying levels of spatial audio and video resolution. The spatial
audio levels were monaural, binaural with head-tracking, and
fully auralised with head-tracking using the Scattering Delay
Network model for artificial reverberation (De Sena et al.,
2015). The video resolution levels were 1,512 × 1,680 ppe
(2.5 megapixels), 1,168 × 1,300 ppe (1.5 megapixels), and
676 × 748 ppe (0.5 megapixels). 3-D visuals and visual head-
tracking were kept in all scenes due to the fact that these are
considered standard in VR. In each VE scene, participants were
asked to comment on their feeling of immersion and on their
perception of audio-visual quality. The audio-visual quality
attribute was included to compare whether immersion was
more or less dramatically affected by changes in audio and
video than the overall audio-visual quality itself.

The paper is organised as follows. Section 2 provides details of
the experiment. Section 3 describes the data analysis methods
and presents the results. Section 4 discusses the results and
frames them in the context of the literature. Section 5
summarises the paper, adds concluding remarks and offers
ideas for further work.

2 MATERIALS AND METHODS

2.1 Experimental Method
Two tests were conducted within which participants were
presented scenes of a virtual environment (VE) at varying
levels of video resolution and spatial audio quality using a VR
headset and headphones. In the first test, participants were asked
to make judgements on their feeling of immersion. The term
“immersion” was defined to the subjects as follows:

“A psychological state characterized by perceiving oneself to
be enveloped by, included in, and interacting with an
environment that provides a continuous stream of stimuli and
experiences” (Witmer and Singer, 1998).

The second test commenced after a 10-min break and the
same participants were asked to make judgements on their
perception of audio-visual quality1.

Participants’ judgements on immersion and audio-visual
quality were recorded via a questionnaire using an ITU 9-
point categorical scale for the rating of audio and visual
content (ITU-T, 2021). On this scale, nine represented the
best audio-visual quality or feeling of immersion, and one
represented the worst. The immersion test was run first,
followed by the audio-visual quality test. In both tests, the
scenes were presented to the participants in randomised order.

1During the second test, participants were also asked to make judgements on their
perception of the video resolution and the spatial audio method separately; these
results are not presented in this paper.
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A training phase was included, which consisted of showing to
participants the two extremes of audio-visual quality, namely the
VE at full video resolution at the highest level of spatial audio
fidelity (see Section 2.4), and the VE at the lowest video
resolution at the lowest level of spatial audio fidelity. The
training phase lasted approximately 3 min on average. In the
immersion test, these two VE scenes were described to subjects as
“the highest quality feeling of immersion” or “the lowest quality
feeling of immersion”, but subjects were not asked to give the
highest and lowest scores on the 9-point scale to these scenes. For
the audio-visual quality test, participants were explicitly told that
the top VE scene represented a 9 (excellent) on the scale for
audio-visual quality and the bottom VE scene represented a 1
(bad). After each scene had played through and before the next
scene began, the participant waited in the HTC Vive virtual
loading screen, where they were asked to express verbally their
judgement on the previous scene to the experimenter on the 9-
point categorical scale.

Each test consisted of a full factorial design with two items of
programme material (speech and music), three video quality
levels and three spatial audio quality levels (described later in
Section 2.3 and Section 2.4, respectively), for a total of 18 scenes
per test. Each scene was presented to subjects only once.

The test took around 70 min to complete (including breaks).
The participants were instructed to ask to be shown reference
scenes to help keep their judgements consistent. After every four
scenes, the participants were also prompted to choose a reference
scene to be shown. Participants were instructed to not
communicate with the experimenter during a scene unless
they needed a break.

2.2 Equipment and Experimental Conditions
Subjects were presented with the virtual environment through an
HTC Vive, a stereoscopic head-mounted display (HMD), and
Audio-Technica ATH-M50x headphones. The interpupillary
distance was set to 63 mm for all participants. The eye relief
(distance from the lenses to the eyes) was 18 mm for all
participants; no participants reported needing to wear eye
glasses under the HMD during the experiment. A computer
running Windows 10 64-bit was used to render the scenes,
and had the following technical specifications: AMD FX-8350
Eight Core Processor 4.00 GHz, 16 GB installed memory (RAM)
and an Nvidia GeForce GTX 970 graphics processing unit.

The VE enabled interactivity with 6 degrees-of-freedom for
both video and audio rendering. Participants were instructed to
remain seated throughout the test, but were encouraged to rotate
and move their head as they listened to the audio stimulus and
looked around the VE. There were no animated visuals and the
auditory stimulus was stationary in relation to the room. Subjects
were not required to carry out any specific task. External
stimulation could potentially interrupt the subjects’ immersion,
so tests were performed in a quiet environment using closed-back
headphones. Stimuli were set to equal loudness (-23 LUFS) and
the overall playback volume, which was set in advance by the
experimenter to a comfortable level, was the same for all
participants so they would experience similar levels of auditory
masking over any external stimulation.

The effect of frame rate in VR applications is well-studied and
it is generally acknowledged that low refresh rates can cause
motion sickness (Zhang, 2020). Modern VR headsets utilise
refresh rates of at least 90 Hz to prevent this. The refresh rate
of the HMD in the VEs used in this experiment was locked to
90 Hz. Neither the experimenter nor participants reported any
stuttering or drops in frame rate. No participants reported
motion sickness during or after the experiment.

2.3 Environment Design and Video
Rendering
A speech and a music sample were used as programme material.
Having only used speech sources in their own experiment, Begault
et al. (2001) found that the lack of high frequency information
limited the types of audio to which his results were applicable
(i.e., music, which can have considerable high frequency content).
The two audio samples chosen for this experiment were anechoic
monophonic recordings of female speech and classical guitar from
the B&O Archimedes Project (Hansen and Munch, 1991), sampled
at 44.1 kHz with 16-bit PCM coding.

The virtual environment was created with 3-D graphics in the
Unity gaming engine (version 2019.3). The virtual environment
depicted a medium-size room with several bland furnishings and
decorations. It was chosen that the source of the audio be a red
sphere, rather than a human avatar, to minimise variability in
meaningfulness between participants of different backgrounds—
which could, in turn, affect their immersion by involving one
person more heavily in the scene’s narrative than another (Ermi
and Mäyrä, 2005). The positions of the listener and the audio
source are shown in Figure 1.

For each item of programme material, nine scenes were
presented with a combination of three levels of spatial audio
quality and three levels of video resolution. The video resolution
of the head-mounted display was varied between 1,512 × 1,680
pixels per eye, 1,168 × 1,300 pixels per eye, and 676 × 748 pixels
per eye. These correspond to approximately 2.5 megapixels,
1.5 megapixels, and 0.5 megapixels per eye, respectively, and
are referred to as 100% pixel count, 60% pixel count, and 20%
pixel count in the following. Note that although the resolution
was changed, the picture was resampled to fill the full display.

2.4 Audio Rendering
The audio was presented at three levels of spatial quality:
monaural, head-tracked binaural (HTB-only), and full
auralisation (HTB + reverberation). For the monaural scenes,
the monophonic audio was presented without any treatment to
both headphone channels. For the HTB-only case, the
monophonic samples were spatialised using HRTFs from the
MIT KEMAR database (Gardner and Martin, 2000). The HRTF
entry was selected according to the relative direction of the sound
source, and convolution was run in real time in the time domain.
When the relative direction of the sound source changed, e.g., as a
consequence of the subject turning or moving their head, the
filters were updated in real time. In order to avoid audible clicks,
each filter coefficient was updated using linear interpolation on a
sample-by-sample basis.
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For the fully auralised scenes, the audio was presented with
both head-tracking and room acoustic rendering. The room
acoustic model used in the experiment was scattering delay
network (SDN) (De Sena et al., 2015). SDN was preferred here
due to its ability to reproduce faithfully some of the most
important physical features of room acoustics (e.g., early
reflections, frequency-dependent reverberation time) and
perceptual features (e.g., normalized echo density) while also
enabling real-time operation in 6 degrees-of-freedom.

SDN is a type of digital waveguide network (Smith, 1985)
that uses information about the room geometry and its surface

materials to simulate reflections. The model consists of a
recursive network of delay lines connected at so-called
scattering nodes at the location of first-order reflections on
each wall (six, in the case of a cuboid room). This ensures that
first-order reflections are simulated exactly, while higher-
ordered reflections, which are less important perceptually,
are simulated with decreasing accuracy (Hacihabiboglu
et al., 2017).

The design is such that all reflections that reach the
listener from a given wall are bundled along the direction
of first-order reflections. First-order reflections are thus

FIGURE 1 | The virtual environment from the scene viewer in the Unity gaming engine. The camera icon and camera preview show the perspective and FOV of the
VR user upon launch. The speaker icon shows the audio source.

FIGURE 2 | Mean perceived immersion against video resolution and spatial audio method. The error bars represent the 95% confidence intervals.
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rendered accurately not only in time but also spatially, while
higher-order reflections undergo progressively coarser
spatial approximations. This is particularly advantageous in
the context of real-time binaural rendering as it avoids the
need to cull reflections to keep computational complexity
bounded (Hacıhabiboğlu and Murtagh, 2008). Indeed, the
method used here to generate a binaural output is to
spatialise only the six directions associated with the first-
order reflections directly (De Sena et al., 2017), using the HTB
renderer described above. The reverberation tail is thus
spatialised according to the direction of the first-order
reflections.

Yeoward et al. (2021) recently used a different approach
to generate a binaural output for SDN. There, binaural
signals were generated from the output of a virtual
loudspeaker array that rotated in unison with the
listener’s orientation, while the loudspeaker gains were

updated according to the relative direction of first-order
reflections using panning. This approach, which is more
akin to what is typically done in ambisonics-based
binaural rendering, does not require HRTF updates and
interpolation (since the virtual loudspeakers are in a fixed
direction with respect to the listener) but relies on the
intermediate panning step.

The simulated room was a cuboid with dimensions 7 × 4 ×
11 m (width × height × length). The wall materials were pile
carpet on the floor, ceiling tile on the ceiling, brick on the two
short walls and ceiling tile on the two long walls. The frequency-
dependent absorption coefficients for these materials were
obtained from (Vorländer, 2008). The time-domain filters
modelling wall absorption were designed according to the
procedure described in (De Sena et al., 2015), where it was
also shown that this resulted in a very good match with the
expected frequency-dependent reverberation time. As part of

FIGURE 3 | Box plot of perceived immersion against video resolution and spatial audio method.

TABLE 1 | Immersion scores pairwise (step-down) comparison usingMann-Whitney U tests. The groups are ordered in terms of sample average rank and the statistical tests
are applied between successive groups (which is indicated visually by the half-row offset of the last 2 columns). The 95% confidence interval for the mean is calculated
using bootstrapping (1000 samples). No correction for multiple comparisons was carried out. Values in boldface indicate statistical significance at the 0.05 significance level.
The capital letters in the first column on the left indicate the grouping resulting from homogeneous subset analysis.

Group Avg. rank Mean (CI 95%) U stat. p-value

A
HTB + Reverb; 100% video res. 260.6 7.91 (7.56−8.23)

430.5 0.059
HTB + Reverb; 60% video res. 242.9 7.41 (7.06−7.78)

241.5 <0.001

B

HTB + Reverb; 20% video res. 176.9 5.79 (5.24−6.35)
567.0 0.891

HTB; 100% video res. 176.9 5.76 (5.18−6.35)
560.5 0.826

HTB; 60% video res. 174.3 5.71 (5.14−6.22)
262.5 <0.001

C

HTB; 20% video res. 115.0 4.24 (3.68−4.79)
528.0 0.534

Monarual; 100% video res. 106.8 3.88 (3.21−4.56)
469.5 0.177

Monarual; 60% video res. 82.2 3.24 (2.61−3.77)
369.0 0.009

D Monarual; 20% video res. 45.9 2.18 (1.82−2.53)
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the video rendering in Unity, corresponding visual textures were
applied to these surfaces.

Both the HTB renderer and SDN implementations were
written in C++ and embedded into Unity through a purpose-
made Unity asset plug-in.

2.5 Subjects
A total of 17 subjects participated in the experiment, 11 of
whom identified as male and six of whom identified as female,
all between the ages of 18 and 25. All the subjects were students
of the B.Sc. Music and Sound Recording (Tonmeister)
programme at the University of Surrey. All subjects were
trained in technical listening as part of their studies, and
none reported any hearing impairment.

3 RESULTS

This section presents the experimental results, starting with a
preliminary data analysis, followed by the results for the
immersion and audio-visual quality attributes.

3.1 Preliminary Data Analysis
In order to assess differences between items of programme
material, Mann-Whitney U tests were performed. No
statistically significant difference was observed for either
perceived immersion (U = 11,632.0; p = 0.925) or
perceived audio-visual quality (U = 11,227.5; p = 0.534).
Data associated to the two stimuli were pooled together
henceforth.

FIGURE 4 | Mean perceived audio-visual quality against video resolution and spatial audio method. The error bars represent the 95% confidence intervals.

FIGURE 5 | Box plot of perceived audio-visual quality against video resolution and spatial audio method.
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Normality tests were run on the data of every scene and for
every dependent variable. Due to the relatively small data set of
seventeen participants, Shapiro-Wilk tests were preferred
(Mishra et al., 2019). The data sets of 31 of the 36 scenes were
not normally distributed at the 0.05 significance level. This is
unsurprising, considering that the responses were given on a
categorical scale. Non-parametric statistical tests were used
henceforth.

3.2 Immersion
Figure 2 shows the mean perceived immersion as a function of
video resolution and spatial audio method. Figure 3 shows the
associated box plots.

Kruskal–Wallis H tests (i.e., one-way ANOVA on ranks)
reveal statistically significant differences between the different
video resolutions (H(2) = 34.709; p < 0.001) and spatial audio
methods (H(2) = 145.917; p < 0.001). Bundling the nine
combinations of video and spatial audio quality as a single
set of groups also yields statistically significant outcomes
(H(8) = 182.208; p < 0.001). Table 1 shows results of the
post-hoc analysis based on stepwise (step-down) paired tests.
This consisted of ordering the scenes according to the sample
average rank and then running Mann-Whitney U tests
between successive pairs. The tables include pair-wise (step-
down) significance values, as well as the output of
homogeneous subset analysis, which indicates which group
subsets have similar ranks.

At the two extremes of the immersion scale are the full
auralisation (HTB + reverb) scene with 100% video resolution
(7.91) and the monaural scene with 20% video resolution (2.18).
Between these extremes, the mean scores are nearly
monotonically increasing if one orders the scenes according to
the spatial audio quality first and, within those groups, according
to the video quality. All three full auralisation scenes (i.e., the ones
with 100, 60 and 20% resolution) are higher or marginally higher
than all the HTB-only scenes, which in turn are all higher or
marginally higher than the monophonic ones. Most strikingly,
the full auralisation scene with 20% video resolution and the
HTB-only scene with 100% video resolution received almost
identical mean scores (5.79 and 5.76, respectively). The Mann-

Whitney test shows no statistically significant difference between
these two scenes (U = 567.0; p = 0.891).

3.3 Audio-Visual Quality
Figure 4 shows the mean perceived audio-visual quality as a
function of video resolution and spatial audio method. Figure 5
shows the associated box plots.

Kruskal–Wallis H tests reveal statistically significant
differences in perceived audio-visual quality between the
different video resolutions (H(2) = 114.225; p < 0.001) and
spatial audio methods (H(2) = 103.526; p < 0.001). Bundling
the nine combinations of video and spatial audio quality as a
single set of groups also yields statistically significant outcomes
(H(8) = 218.355; p < 0.001). Table 2 presents the results of the
post-hoc analysis, involving stepwise (step-down) paired tests.

Like immersion, the maximum andminimummean scores are
obtained with the full auralisation scene (HTB + reverb) with
100% video resolution (8.18) and the monaural scene with 20%
video resolution (1.76), respectively. Between these two extremes
the ordering of scenes is different compared to immersion. More
specifically, the full auralisation scene with 20% video resolution
(4.97) had a lower audio-visual quality than the HTB-only scene
with 100% video resolution (6.44). A Mann-Whitney test reveals
that this difference is statistically significant (U = 343.5; p <
0.001). The full auralisation scene with 20% video resolution had
very similar audio-visual quality to themonaural scene with 100%
video resolution (means of 4.97 and 5.00, respectively). A Mann-
Whitney test shows no statistically significant difference between
these two scenes (U = 566.5; p = 0.885).

4 DISCUSSION

The results indicate that both video and spatial audio fidelity are
important to achieve a high sense of immersion in VR
applications. Under the conditions that were tested in the
experiment, spatial audio fidelity was shown to have a
particularly significant effect. Remarkably, the full auralisation
scene with 20% video resolution received nearly identical
immersion scores to the HTB-only scene with 100% video

TABLE 2 | Audio-visual quality scores pairwise (step-down) comparison using Mann-Whitney U tests. The table description is the same as Table 1.

Group Avg. Rank Mean (CI 95%) U Stat p-value

A HTB + Reverb; 100% video res 271.8 8.18 (7.82–8.48)
288.0 <0.001

B HTB + Reverb; 60% video res 239.4 7.26 (6.90–7.62)
343.5 0.003

C
HTB; 100% video res 203.0 6.44 (6.06–6.86)

428.0 0.056
HTB; 60% video res 179.2 5.91 (5.56–6.24)

366.0 0.007

D

HTB + Reverb; 20% video res 138.0 4.97 (4.48–5.44)
566.5 0.885

Monarual; 100% video res 137.3 5.00 (4.53–5.41)
441.5 0.085

Monarual; 60% video res 112.7 4.47 (4.07–4.86)
331.0 0.002

E HTB; 20% video res 75.6 3.56 (3.19–3.90)
114.5 <0.001

F Monarual; 20% video res 24.4 1.76 (1.50–2.04)
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resolution. In other words, the addition of reverberation to head-
tracked binaural audio had the same improvement on immersion
as increasing the video resolution five-fold. This highlights the
importance of accurate auralisation in VR applications.

The results also indicate that the video resolution had a larger
effect on audio-visual quality than it did on immersion. Indeed,
while the two scenes mentioned above had similar immersion
scores, the mean audio-visual quality of the 20% video resolution
scene (with full auralisation) was significantly lower than the
100% video resolution scene (with HTB-only). In order to achieve
a degradation of audio-visual quality similar to reducing the video
resolution from 100 to 20% one has to remove not only
reverberation (as for immersion), but also head-tracking. This
is shown by the similarity of audio-visual quality scores of the full
auralisation scene with 20% video resolution and the monaural
scene with 100% video resolution.

The remainder of this section aims to frame these results in the
context of the literature. It should be noted that the relevant prior
studies assessed the sense of “presence”, a term which is often used
interchangeably with “immersion” but has a different, more
subjective connotation (Kern and Ellermeier, 2020). Furthermore,
the testing conditions were significantly different from the present
study, making a like-for-like comparison difficult.

An early study by Hendrix and Barfield (1996b) assessed the
sense of presence in a VE with subjects looking at a frontal fixed
screen (i.e., not head-mounted) while wearing 3D shutter glasses
and headphones. Subjects could use a joystick to navigate the
environment with 2 degrees-of-freedom, without head-tracking.
The mean presence score increased by 20% (p < 0.02) between
monaural audio and a binaural audio condition that included air
absorption and distance attenuation, but no reverberation. The
closest conditions in the present study are the monaural and
HTB-only scenes. Table 1 shows that a significantly larger
increase of 48% was observed in mean immersion score
between these two scenes (having considered the 100%
resolution case). It should be noted, however, that the
present study used head-tracking and a head-mounted
display, so results of the two experiments may not be directly
comparable.

Larsson et al. (2007) conducted an experiment in a “VR cube”
consisting of a 3 × 3 × 3 m room with loudspeakers-based audio
and 3D screens on four walls and the floor. Results showed a
25.6% (p < 0.01) increase in presence between no sound and a
spatialised condition with reverberation (using CATT-acoustics).
Removing reverberation had a 5.90% decrease in presence, but
this was not statistically significant. This compares to a
statistically significant decrease of 27.2% observed in the
present study when removing reverberation (having
considered the 100% resolution case). The larger effect may be
due to the fact that reverberation is more critical for headphone-
based reproduction, e.g., due to its importance to achieve
externalisation (Begault et al., 2001; Geronazzo et al., 2020).

An experiment with stereoscopic HMDs and headphones was
conducted by Dinh et al. (1999) to test the effect of multi-sensory
modalities (aural, visual, tactile and olfactory) on presence.
Results showed that simple aural cues consisting of “stereo
sounds” (including distance attenuation, but presumably no

HRTF filtering or reverberation) had a statistically significant
increase (9.0%; p < 0.01) inmean presence compared to no sound.
Degraded visual detail was also considered (texture resolution
reduced by 25% and degraded lighting rendering), but no
significant change was observed. The results of the present
study showed larger changes as a function of both video and
spatial audio fidelity, but this may be due to having tested larger
visual degradations and more advanced audio rendering
methods.

It should be noted that the studies by Hendrix and Barfield
(1996b), Dinh et al. (1999) and Larsson et al. (2007) used the VR
technology available at the time, and their conclusions do not
necessarily hold for current technology. A more recent study by
Kern and Ellermeier (2020) used modern stereoscopic HMDs and
headphones with head-tracking to assess the influence on
presence of soundscapes and movement-triggered step sounds.
Results showed that the addition of head-tracked soundscapes
resulted in a statistically significant increase in mean presence
compared to silence (p < 0.001). However, the spatial audio
rendering method was simplistic (frequency-independent
interaural level differences, and no reverberation), making a
comparison with the present study difficult.

5 SUMMARY AND CONCLUSION

It has long been understood that audio and video fidelity are
important for achieving user’s immersion in a virtual
environment. The aim of this study was to quantify the
relative importance of video compared to audio for a VR
user’s immersion in a virtual environment.

Seventeen participants took part in this study. Participants
were asked to make judgements on immersion and audio-visual
quality based on changes in spatial audio quality and video
resolution. A virtual environment was presented to
participants with varying levels of spatial audio fidelity
(monaural, head-tracked binaural, and head-tracked binaural
with reverberation) and video resolution (0.5, 1.5, and
2.5 megapixels per eye).

Results showed that spatial audio fidelity and video resolution
both had a significant impact on perceived immersion and audio-
visual quality. Most striking was the comparison between a high
video resolution scene (2.5 megapixels per eye) with head-tracked
binaural audio but no reverberation, and a low video resolution
scene (0.5 megapixels per eye) with reverberation as well. Under
the conditions that were tested in the experiment, the perceived
immersion associated to the two scenes was very similar,
indicating that the addition of reverberation has the same
effect as a five-fold increase in video resolution.

This result highlights the importance of accurate auralisation
in VR applications. The reverberation model employed in this
study has a negligible computational cost, which means that VR
consumers with even low-end graphics cards may benefit from a
more immersive experience without the need to render graphics
in high resolution.

Results also suggest that the video resolution had a larger effect
on audio-visual quality than it did on immersion. Indeed, for
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audio-visual quality, reducing the video resolution from
2.5 megapixels to 0.5 megapixels per eye had the same effect
as removing both reverberation and head-tracked binaural audio
(as opposed to just reverberation, as in the case of immersion)
under the conditions that were tested in the experiment.

Further research is needed to confirm whether the results
observed here generalise to other testing conditions. These
could include, for instance, different binaural renderers,
reverberation models, and virtual environment scenes.
Several other directions for future work are also available.
The concept of immersion has been linked to becoming
engrossed in a task or a challenge (Ermi and Mäyrä, 2005;
Mäyrä and Ermi, 2011). It would therefore be of interest to
test whether the conclusions of this study change when
subjects carry out complex tasks. One such task could be
to navigate a multi-room environment, similar to first-person
shooter gaming, which is a typical use case in VR
applications. This would involve using room acoustic
models that support interactive rendering of coupled-
volume acoustics, e.g., the beam-tracing-based method
proposed by Marković et al. (2016) or the recent extension
of SDN proposed by Atalay et al. (2022). A review of
experimental methodology by Eaton and Lee (2019)
suggests that, due to subjects’ variation in emotional state
affecting their perception of immersion (Ermi and Mäyrä,
2005), biometric analysis methods such as eye-tracking and
electroencephalogram (EEG) may be more robust than
questionnaires for the collection of immersion data. The
test could be carried out with naïve subjects, who would
be more representative of the general population than the
trained listeners employed in this experiment, and with
subjects across a wider range of ages, which would be more
representative than young participants solely between the ages
of 18 and 25. Finally, more complex environments with
multiple sources with detailed and animated visuals would
help generalise the conclusions further.
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