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The emergence of social media has given rise to a variety of networking and

communication opportunities, as well as the well-known issue of cyberbullying,

which is continuously on the rise in the current world. Researchers have

been actively addressing cyberbullying for a long time by applying machine

learning and deep learning techniques. However, although these algorithms

have performed well on artificial datasets, they do not provide similar results

when applied to real-time datasets with high levels of noise and imbalance.

Consequently, finding generic algorithms that can work on dynamic data

available across several platforms is critical. This study used a unique hybrid

random forest-based CNNmodel for text classification, combining the strengths

of both approaches. Real-time datasets from Twitter and Instagram were

collected and annotated to demonstrate the e�ectiveness of the proposed

technique. The performance of various ML and DL algorithms was compared,

and the RF-based CNN model outperformed them in accuracy and execution

speed. This is particularly important for timely detection of bullying episodes and

providing assistance to victims. The model achieved an accuracy of 96% and

delivered results 3.4 seconds faster than standard CNN models.

KEYWORDS

cyber bullying, deep learning, social media, text analysis, neural network, machine

learning, data mining

1 Introduction

When social media initially emerged, it was seen to be a blessing. They connected

individuals from all over the world and made communication more reliable and rapid.

Cyberbullying is among the most alarming problems that have arisen due to the popularity

and effectiveness of these platforms. Cyberbullying is a form of harassment or abuse

directed toward regular users of these networks by those who exhibit psychotic symptoms.

Blackmail, verbal abuse, and hate speech are just a few ways harassment can manifest.

Bullying has been a widespread problem in society for a long time, but the increased rates of

bullying and cybercrime point to a wide range of opportunities for abusers to conceal their

identities behind virtuality (Raj et al., 2021). Bullying frequently undermines communal

integrity and results in severe psychological problems, including hatred, wrath, and

sadness, with extreme examples of harassment even resulting in homicide. Cyberbullying

victims typically depict online reporting mechanisms as ineffective because they frequently

fail to comprehend and identify their problems.
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Over the last decade, cyberbullying crimes have inflated

from 20.8% (performed on a sample size of 4,441) to 45.5%

(performed on a sample size of 2,546) according to Patchin’s

information gathered and reported online in 2022. With a

decrease in the number of subjects for the research, this inverse

trend clearly shows a trend toward increased instances of

cyberbullying. More than 30% of the casualties were schoolchildren

and other people under 18. These youngsters typically fall into

such notorious online activities due to a lack of awareness

and require stringent measures to assess their safety on social

platforms (Samghabadi, 2020). Therefore, it becomes necessary

to employ a specific automated approach that can detect such

egregious occurrences without needing to rely on or submit

to human supervision. With such small datasets, these models

appear to function quite well. However, when they were used

with real-time datasets, such as those used in this study, they

could not handle excessively noisy data and achieved a different

degree of accuracy (Kumar and Sachdeva, 2022). Hence, the

primary objective is to build a classification model that works

well on small-scale and real-time datasets while maintaining

fair accuracy.

This study primarily focuses on the problem of assessing

the impact of contemporary intelligent algorithms on highly

complicated and unstructured real-time datasets acquired from

leading researchers globally. To demonstrate the generic approach

(Kumari and Singh, 2021) of the suggested model, which may

assist with text-based classification tasks on other platforms as

well, it is applied to two distinct types of datasets from Instagram

and Twitter. To confirm the efficacy of the suggested model,

this dual testing was formed on further deep learning (DL) and

machine learning (ML) models from the literature review. From

the results, it can observed that our model outperformed the

existing baseline models by 13% in terms of accuracy and was faster

in execution.

This article proposed the problem of cyberbullying detection

on social media and the challenges of applying machine

learning and deep learning techniques to real-time datasets.

Also stated main objective of developing a hybrid CNN-

RF model that can work on both small and large datasets

with high accuracy and speed. In related work, reviewed the

existing literature on cyberbullying detection using various

ML and DL models, such as random forest, SVM, naïve

Bayes, RNN, CNN, and self-attention models. Also presented a

graphical analysis of the most frequently used algorithms for

text classification.

In proposed framework, described the datasets used for the

study, the pre-processing steps involving NLP and vectorization

techniques, and the overall workflow of the proposedmethodology.

Also explained the novel CNN-RF architecture and its algorithmic

implementation in detail. With that presented the comparative

analysis of the results obtained from the implementation of

various algorithms on the selected datasets and used the evaluation

metrics such as accuracy, precision, recall, F1-score, and execution

time to measure the performance of the models (Kastrati

et al., 2019). In conclusion, proved that the proposed CNN-RF

model outperforms all the other models in terms of accuracy

and speed.

2 Related work

Since 2011, researchers have actively investigated ML and

DL methodologies toward text classifications to classify social

media content as bullying or non-bullying. The initial research

phase was based on supervised ML approaches combined with

natural language processing (NLP) technologies for character-level

representations such as bag-of-words. The work of applying ML

algorithms toward cyberbullying detection has been mostly limited

to comparing baseline algorithms to prove which works best on

presented data. Islam et al. (2020) studied the significance of

individual features for efficient Twitter cyberbullying classification.

Their study depicts that support vector machines (SVMs) were the

best-suited models with the highest accuracy. However, a different

set of authors (Keni and Kini, 2020; Kumar, 2020; Gummadavelly

et al., 2021) who worked with a similar dataset based on

Twitter concluded that random forest and naïve Bayes with

poly kernel along with an SVM classifier have superior accuracy

toward supervised bullying detection tasks. The first Instagram-

based (artificial dataset) study was carried out by Hosseinmardi

et al. (2015), wherein naïve Bayes and SVM classifiers were

employed, and it was concluded that SVM works best with

multimodal data.

With further room for improvement, researchers looked into

the deep learning domain for this complexity and effectiveness

on large datasets. The authors of Chia et al. (2021) focused on

identifying text with irony and sarcasm in a dataset extracted

from Twitter. To detect these data, machine learning and

feature engineering techniques were used. For an optimized

solution, numerous methods were used, starting with the primary

classifier Naïve Bayes, k-nearest neighbor, to obtain fewer errors,

JRip, SVM, and CNN were used. CNN gained the highest

accuracy among the classifiers, followed by SVM and others.

The metrics used to determine these percentages were standard

accuracy (A), precision (P), recall (R), and balanced F F-

score (F1). Similarly, Nirmal et al. (2021) planned to detect

cyberbullying across social media using NLP and machine

learning approaches.

Yuvaraj et al. (2021) developed a novel automated classification

model that identified cyberbullying texts without fitting the

data into sizeable dimensional space. The classification

model was an enhanced decision tree classifier combined

with DNN to resolve the issue of the limit of tree depth

in the novel deep decision tree classifier to minimize the

problem of overfitting. Although this approach has shown

high-level accuracy of cyberbullying detection, the authors

were inspired toward better optimization by exploring deep

learning models accessing their reliability on real-world high

data. Furthermore, using deep neural networks (DNNs, Raj

et al., 2022) proposed a model to detect cyberbullying in tweets

and other social media posts. DNNs are effective compared to

conventional techniques.

Additionally, several self-attention models have emerged with

the rise of cyberbullying cases on social media. The article of

Pradhan et al. (2020) worked on self-attention models to explore

the adaptivity and efficiency of these models. The methodology

used was GloVe vector representation. In this representation of
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FIGURE 1

Most frequently used algorithms for text classification to detect

cyberbullying.

words, each word is represented by a one-hot vector. This one-

hot vector is fed into the model with optimized hyperparameters

that predict the probability of the post being abusive. GloVe

outperformed the state-of-art models and deep learning models.

Although the model showed noticeable results, the fact that

cyberbullying is not constrained only to texts is also a matter of

consideration. Gencoglu (2021) intended to detect cyberbullying

using a trained model that could employ fairness constraints. A

model from deep neural network architectures where transformer

networks were used for binary classification of cyberbullying and

for the model to work on multiple languages, sentence-DestilBERT,

was used.

A gradually more significant number of DL-based hybrid

models (Banerjee et al., 2019; Murshed et al., 2022) to identify

and classify cyberbullying accurately started to come into existence.

Aspects such as the time taken to detect such incidents and

scalability to the rate at which content is created on social media

are hardly considered. Yao et al. (2019) worked on the issues

mentioned above. CONcISE was a model developed that used a

sequential hypothesis testing formulation that acutely reduced the

number of features for classifying comments while maintaining

a high level of classification accuracy, timeliness, and efficiency.

Despite the outstanding results of the model, the fact to be noted

is that experimental results were only carried out using a single

dataset. The model showed impotence toward the validation of

labels in the dataset. Extending the approach toward detection

timeliness, López-Vizcaíno et al. (2021) investigated a supervised

learning method in accordance with threshold and dual. Threshold

and dual detection models that detect cyberbullying more quickly

involve two feature groups.

The intelligent algorithms frequently presented by various

authors in their prior works in detecting cyberbullying were

consolidated and depicted in the form of a graph in Figure 1. From

the graphical results, random forest is one of the majorly used ML

approaches, while both CNN and RNN DL models made equal

benchmarks in classification tasks.

3 Proposed framework

In this section, the datasets utilized for the study, the pre-

processing steps involving NLP and vectorization techniques,

feature engineering for balancing the datasets (Bahassine et al.,

2020) and the overall workflow of the proposed methodology are

explained in detail. Furthermore, the novel CNN-RF architecture

proposed for text classification is proposed along with algorithmic

implementation specifications. The comparative analysis of the

implementation results is discussed in the next section.

3.1 Datasets

According to Chelmis and Zois (2021), Instagram is one

of the most alarming social networking sites, accounting for

approximately 25% of cyberbullying incidents worldwide. As a

result, an effort was undertaken to create a sizable real-world

Instagram dataset with approximately 4 million users and 10

million comments. The dataset was gathered by the authors via

a snowballing technique. After being systematically categorized,

this large volume of data was divided into subgroups to look

for imbalanced elements. This led to the augmentation of the

dataset subgroup with 10K comments that human experts carefully

annotated. The Instagram 10K dataset obtained from Chelmis and

Yao (2019) contains 40% of the obscene behavioral activity and

22.1% of the media sessions from the entire dataset. The dataset

consists of 3 attributes, namely, idx , comment and label. The

comment and label consist of textual data along with a predefined

classification stating whether the comment can be termed bullying

or not. The idx attribute specifies the post index on which all

the mentioned comments are made. It shows that the dataset

specifically deals with comments from 204 Instagram posts.

The Twitter dataset used to test the proposedmodel is a massive

dataset with 100K real-time tweets, in contrast to the small-scale

Twitter datasets used by all previous academics for cyberbullying

detection. Based on their 8 months of in-depth research, Founta

et al. (2018) used incremental crowdsourcing methods to gather

and annotate these data. The dataset consists of huge volumes of

noise, making it difficult to deal with compared to the Instagram

dataset. Given the poorly organized comments in this dataset, much

pre-processing will be required before the dataset can be used to

train any intelligent model. The word clouds of the Instagram and

Twitter datasets after undergoing appropriate NLP pre-processing

are shown in Figure 2.

3.2 Pre-processing

The datasets utilized for the purpose of this study were real-

time and consist of massive amounts of noise inherent to the

dynamic nature of various social media platforms. Before applying

multivariable analysis techniques (Ochoa et al., 2011), a rigorous

data preprocessing stage was implemented to ensure the quality

and reliability of the dataset. This involved cleaning and filtering

the social media content to remove noise, irrelevant information,

and duplicate posts. Additionally, we conducted text normalization,
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FIGURE 2

Word clouds of Instagram and Twitter datasets (bullying label).

FIGURE 3

(A) Depiction of imbalanced class instances in the Instagram dataset. (B) Depiction of balanced class instances in the Instagram dataset after applying

SMOTE.

stemming, and removal of stop words to standardize the textual

data. The model inclusively addresses text-based classification for

identifying cyberbullying episodes, and NLP is widely utilized to

bolster the data pre-processing phase (Rosa et al., 2018). The

datasets were initially converted into data frames, making it easier

to performmodifications (AhmedM. T. et al., 2021). The Instagram

dataset, which consisted of an additional column depicting the

post index, was modified to remove the “idx” column because

it did not add any additional value to the classification task

(Alam et al., 2021). The labels “yes” and “no” were converted into

1 and 0, respectively. The same replacement was done for the

Twitter dataset as well. These modified datasets are then cleaned

and pre-processed to convert the high-level human language into

machine-understandable encodings (Dzisevic and Sesok, 2019). For

data cleaning and feature extraction purposes, the datasets are

passed on to six independent NLP functions. These include case

conversion, removal of stop words, removal of special notations,

removal of hypertext links and normalization of unnecessary spaces

found in the textual content (Amali and Jayalal, 2020). The data

obtained as the output from these steps contain less noise and

are easier to handle for forming the encodings further (Ansary,

2020).

Following this, a bar graph was used to understand the

distribution of labels in the datasets. The Twitter dataset consisted

of 53,852 false and 32,115 true class instances. Such major

imbalance will critically affect the models’ performances on

the minority classes, thereby reducing the overall feasibility of

these models (Gencoglu, 2021). Hence, this calls for an effective

resampling technique to balance these datasets. The synthetic

minority oversampling technique (SMOTE) oversampling

algorithm was adopted to reduce the skew in the class distribution

to 1:1 (Chawla et al., 2002). This algorithm synthesizes new cases

in the minority class, it is the cyberbullying class instances by

data augmentation and equalizes the number of instances in both

classes. Figures 3A, B depict the working of this algorithm on the

imbalanced Instagram dataset.
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FIGURE 4

Methodology of the proposed framework.

FIGURE 5

CNN-RF model working architecture.

The steps discussed can be applied commonly to any form of

tabular, textual data. The next step of pre-processing is based on

the usage of encoding techniques for the conversion of datasets.

These cleaned and balanced datasets must be converted into vectors

and word encodings to apply the models. Since the output labels

were already transformed into 0 s and 1 s during the prior cleaning

procedures, the comments attributes should be transformed now.

For traditional machine learning models, the TF-IDF vectorization

statistical approach was adopted for comment transformations. In

comment c, let x be the number of appearances of the word w.

The term (TF) is calculated as shown in Equation 1, wherein the

summation term in the denominator specifies the occurrence of the

given term over all the comments in the dataset.

TF = x /
∑

xi (1)

Then, inverse document frequency (IDF) is calculated by

dividing the total number of comments by the number of

comments consisting of the term w. The log of this value will

provide the IDF, which is mentioned in Equation 2. Multiplying

the TF and IDF terms obtained from these equations will give the

TF-IDF value of word w, as shown in Equation 3.

IDF = log(
C

[Ci :w ∈ C]
) (2)

T F − IDF = (TF ∗ IDF) (3)

For Neural Network models, GloVe (Global Vectors) has been

used to perform these word transformations (Ziems et al., 2020).

It is an established unsupervised learning approach for creating

word embeddings, which are vector representations of words in a

high-dimensional space and uses word co-occurrence data from

a corpus to learn about the semantic and syntactic links between
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words (Wang et al., 2021). This method measures the frequency of

word pairings that appear within a given frame of text by creating a

co-occurrence matrix. Then, using matrix factorization techniques,

a collection of word embeddings is learned from the elements in

this matrix. The resulting vectors express each word as a high-

dimensional vector, with each dimension’s values denoting the

degree to which the word and a given context are related to one

another. For instance, words such as “Man” and “Father” display

high cosine similarity. Let vi and vj be the vectors of the words

wi and wj, respectively. The correlation between these words along

with their probe words is calculated as shown in Equation 4, where

vk stands for the probe words and Pik/jk depicts the probability of

co-occurrence of these words.

F
(

vi, vj, vk
)

= Pik/Pjk (4)

The transformed textual data are split into training and testing

in a 70:30 ratio by preserving the class distribution of the balanced

original dataset (Akhter et al., 2023). These were then applied to

different preexisting intelligent algorithms along with the novel

CNN-RF model proposed in this study. The workflow of the

proposed framework is displayed in Figure 4. The performance of

each of these algorithms on the selected data is elucidated in the

next section.

3.3 Proposed model

The proposedmodel is aimed at providing faster execution with

accurate results across different social media platforms. Moreover,

deep learning algorithms work quite well on massive datasets but

suffer from the problem of overfitting when less data are available

(Al-Garadi et al., 2019). The proposed CNN-RF model works

to solve this issue by combining the goodness of both ML and

DL concepts. The initial model analysis with traditional machine

learning models such as RF, SVM, and naïve Bayes suggested in

prior studies has been applied independently to both datasets. The

higher accuracy obtained by the RF model, irrespective of the

difference in the sizes of these datasets, acted as a strong motivation

to adopt this model further. Among the DL models, CNN models

also showed a similar pattern of consistency across both datasets.

To capture the nuanced features indicative of cyberbullying, a

comprehensive set of features was extracted from the preprocessed

data. This included linguistic features such as sentiment polarity,

frequency of offensive words, and syntactic features like sentence

length and grammatical structure. Social network features, such as

user interactions and network centrality, were also incorporated to

capture the contextual dynamics of online communication.

CNNs are specialized neural networks that are used for image

recognition and processing (Lu et al., 2020). CNN applies a

collection of convolutional layers to the source image, applying

filters to the image to extract features such as borders, texturing, and

forms. Each convolutional layer’s output is then processed through

a non-linear activation function, such as Rectified Linear Unit

(ReLU) (Equation 5), to provide the network with non-linearity

and help it learn more intricate patterns (Umer et al., 2023).

However, CNNs can perform equally well on text classification.

Text-based CNNs work on word embeddings in the form of

matrices instead of conventional image pixels. Hence, these operate

with one -dimensional convolution layers (Ahmed M. F. et al.,

2021).

F(n) = max(0, n) (5)

The input word embeddings are in the form of a matrix, as

mentioned above. This can be represented as Equation 6 with

I being the input, n being the number of words in the input

comment, d being the dimension of the matrix and R∧ notation

denoting that the matrices are real-valued.

I = R∧ (n ∗ D) (6)

Next, a predetermined number of convolutional filters are

applied to the input. For the purposes of this study, this parameter

is set to an ideal value of 32 1D filters. A feature map of the selected

filters is generated as a result. If l is the length of the filters used, the

output may be represented as Equation 7. This output layer’s rows

each correspond to a word or local pattern that the filter extracts

from the input text. This operation by the convolutional model

can be shown as Equation 8, where b ∈ R∧(F) is the bias, W ∈

R∧(l∗D) is the weight, F is the number of filters and r stands for

the ReLU function.

O ∈ R∧(n− l+ 1 ∗ F ) (7)

O_i = f (W · I[x : x+ l− 1] + b) (8)

The resulting output feature maps are then reduced (Or) in

size using a small window that runs over a few rows at a time to

perform the max-pooling operation. The reduced output map can

be depicted as Equation 9, where s stands for the size of the pooling

window. The overall mathematical operation can be formed as

Equation 10.

Or ∈ R∧((n− l+ 1/s) ∗ K) (9)

Oi,j = max(O[is :(i+ 1)s, j]) (10)

Finally, to finish the classification process, the required

number of fully connected layers may be applied to the

pooling layer’s output. An output probability distribution

across the potential output classes results from the last fully

linked layer.

The above discussedmodel marks the overall working principle

of individual CNN algorithms for performing text classification.

For the proposed hybrid CNN-RF model, slight changes were

made to the final steps where the model exquisitely deals with

fully connected layers. The overall working type of the proposed

algorithm is displayed in Figure 5. After reduction of the output

feature map using the pooling functionality, the obtained reduced

outcome is flattened further into a one-dimensional vector. This

is passed on to the traditional RF model, which performs reliable

and robust classification tasks with the help of multiple decision

trees. The details of this classifier are explained in Section 4.

Equation 11 specifies the final step in the CNN-RF model taking

Y as the class label that is being predicted and RF as the

classification model.

Y = RF(Or) (11)
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[1] Begin

[2] Convert the given data to appropriate

format (tokenization, padding, and word

embeddings)

[3] Split the data into training and validation

sets

[4] Initialize the number of classes and input

dimensions.

[5] Define the CNN model:

i. Add an embedding layer with vocab size,

max_size, input_length, weights as

parameters

j. Add ID convolutional layers with filters,

kernel, padding and activation function =

“relu” as parameters

k. Use the dropout() function for removing

unnecessary perceptrons

l. Utilize Max Pooling layer to reduce the

output maps

m. Use the Flatten () function to convert the

reduced feature maps into one dimensional

vector

n. Obtain this as the output using the Dense

Layer (1, activation function = “sigmoid”)

[6] Compile the CNN model using adam optimizer

with a learning rate = 0.001 and loss function

= “binary_crossentropy”

[7] Define the RF model

i. Pass the output from the CNN model’s

dense layer through the traditional RF

model with n_estimators = 100 and train

it.

ii. For the test data, extract the output of

the final convolutional layer.

iii. Predict the labels of the test data

using the trained RF model.

[8] Evaluate the CNN-RF model’s performance

using the predicted and observed test data.

[9] End

Algorithm 1. CNN-RF for text classification.

Using stochastic gradient descent and backpropagation, the

parameters of the CNN-RF model including the filter weights,

bias terms, and fully connected layer weights are trained

to reduce the discrepancy between the model’s expected and

actual output.

The algorithm for this novel textual CNN-RF model has

been mentioned as Algorithm 1. This model is implemented on

the selected real-time Instagram and Twitter datasets, and its

performance is evaluated against five independent and top-tier text

classification approaches utilized among ML and DL technologies.

The results of this model are studied in detail in the next section,

and its future prospects are proposed to pave the way for socially

conscious objectives.

4 Results and discussion

This section deals with the comparative analysis of the results

obtained from the implementation of various algorithms on

selected datasets. The primary parameters utilized for carrying

out this analysis are accuracy, recall, precision and F1-score

(Zulqarnain et al., 2020; Gupta et al., 2021). Along with

these, an additional factor of decrease in execution latency has

been demonstrated while using the novel CNN-RF model for

text classification.

The evaluation metrics used for analyzing the performance of

the models depend upon four primary values namely,

• True Positives (TP): The measure of instances that

the classifier properly classifies as positive and that are

genuinely positive.

• True Negatives (TN): The number of cases that the classifier

properly classifies as negative and are truly negative.

• False Positives (FP): When a classifier incorrectly classifies an

instance as being in the positive class when it is actually in the

negative class.

• False Negatives (FN): When the classifier classifies an instance

as positive even if it belongs to the negative class.

In binary classification, true positives and true negatives are

crucial performance indicators because they show how well the

classifier accurately identifies instances that belong to the positive

and negative classes, respectively. They are also used to determine

additional performance metrics, including the F1 score, recall, and

precision. Their respective derivations from these four mentioned

values are shown in Equations 12–15.

Accuracy =
TP + TN

TP + TN + FP + FN
(12)

Precision =
TP

TP + FP
(13)

Recall =
TP

TP + FN
(14)

F − score =
2 ∗ precision ∗ recall

precision+ recall
(15)

The accuracy of a classifier is measured by how well it predicts

the proper class for each instance in the dataset. The number of

accurate predictions divided by the total number of predictions is

used to compute it. Precision is the percentage of positive cases

that were accurately detected among all instances that the classifier

expected to be positive. It is measured as the proportion of actual

positive results to all cases that were projected to be positive. The

F1 score, which is a harmonic mean of precision and recall, is an

effective way to balance the trade-off between them. The weighted

average of precision and recall is used to determine the F1 score.

Higher values of the classifier’s accuracy, precision, recall, and F1
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score generally imply greater performance, whereas lower values

often suggest poorer performance.

The balanced and transformed datasets after undergoing the

train-test split are applied to ML approaches. These approaches

were chosen and finalized based on prior research studies

suggesting the superior performance of these models in terms of

binary text classification tasks. The model generates a substantial

number of decision trees by optimizing the information gained at

each node and by dividing the data depending on given attributes.

In the final prediction stage, the result is calculated by averaging

the results from all the trees in the forest (Kim et al., 2021). The

ensemble computation of the RF model is specified in Equation 16.

The RF approach provides several benefits, including managing

missing values and noisy data, avoiding overfitting, and increasing

the generalization performance of the model.

F (x) =
∑

N
1

1

N
Fn(x) (16)

Next, the naïve Bayes model was implemented. This is a

probabilistic supervised learning approach that works with a

likelihood function that illustrates the probability of witnessing a

specific value of a feature. It assumes that, given the class, the

features are conditionally independent of one another (Muneer and

Fati, 2020). For balanced classes, the prior probability is assumed

to be equal. The Bernoulli distribution is employed for binary

classification in this study, as indicated in Equation 17, where µic

stands for the likelihood that feature i occurs in class c . This

model is computationally effective since it can be trained quickly

on huge datasets, but its conditional independence presumption

can sometimes be unduly simple, resulting in inferior performance

when the characteristics are significantly coupled.

P (u|v = c, θ) =
∏

N
i=1Bern(ui|µic) (17)

Finally, the SVM classifier is implemented. Its mathematical

theory entails finding the best hyperplane that maximizes the

margin between the various classes of data points, applying

an optimization algorithm to solve a constrained optimization

problem, and when necessary, transforming the data into a higher-

dimensional space using a kernel function (Unni et al., 2021;

Sainju et al., 2022). Kernel function selection is crucial since it

affects how the decision border is shaped. The most popular kernel

function utilized for dynamic classification purposes is the radial

basis function (RBF), which is depicted in Equation 18, wherein u

and v are data points in the input space whose Euclidean distance

is calculated and multiplied by G, the shape controlling parameter.

F (u, v) = exp (−γ | |u− v| |2) (18)

Among these ML models, the RF model performed the best,

giving the highest accuracy for both datasets. Furthermore, the

two most utilized DL models are implemented independently

on both datasets, and their evaluation metrics are obtained. The

fundamental working principles of the CNN model have already

been discussed in Section 3. The RNN model, on the other hand,

is a form of neural network created to handle sequential data and

depends on both the current input and the prior inputs and outputs.

The LSTM employs a memory cell with long-term information

storage capacity and three gates (input, forget, and output) that

TABLE 1 Performance parameters of the suggested models applied over

the Instagram dataset.

Model Accuracy Precision Recall F1-Score

RF 0.83 0.87 0.74 0.80

SVM 0.80 0.83 0.76 0.79

Naïve bayes 0.78 0.79 0.76 0.77

RNN 0.8462 0.89 0.8544 0.8695

CNN 0.8921 0.9122 0.872 0.8916

RF-CNN 0.9586 0.9881 0.9267 0.9564

TABLE 2 Performance parameters of the suggested models applied over

the Twitter dataset.

Model Accuracy Precision Recall F1-Score

RF 0.94 0.93 0.95 0.94

SVM 0.92 0.88 0.97 0.92

Naïve bayes 0.89 0.88 0.90 0.89

RNN 0.8923 0.9232 0.85 0.8850

CNN 0.9344 0.9510 0.9021 0.9259

RF-CNN 0.9841 0.9971 0.9419 0.9687

TABLE 3 Comparative performance analysis of Word2Vec and FastText

models.

Model RF SVM Naïve bayes

Word2Vec Accuracy 71.05% 69.72% 58%

Precision 0.75 0.69 0.56

Recall 0.71 0.69 0.58

F1-Score 0.67 0.69 0.48

FastText Accuracy 79.05% 82% 55.69%

Precision 0.8 0.81 0.57

Recall 0.78 0.81 0.56

F1-Score 0.79 0.8 0.55

control the flow of data into and out of the cell. Backpropagation

through time (BPTT), a backpropagation algorithm variation used

to update the weights and biases of the network, is used to

train RNNs (Du et al., 2021). Because of the backpropagation

of the gradient at each time step over the whole network,

training is computationally costly and vulnerable to the vanishing

gradient problem. At time T , in network N , let the input

be An. The previous time is T-1, for which the cell state

is C (t − 1) and the hidden state is H (t − 1). Using these

forget gates computes the amount of information from previous

cells that should be retained within using Equation 19. The

input gate calculates the amount of new information to be

introduced into the cell state using Equation 20. The given

new information to be added is depicted by the candidate cell

state using Equation 21, and the current cell state gives the

combination of the candidate state and previous states using
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TABLE 4 Execution times of suggested models for both datasets.

Models Execution time -
Instagram (in
seconds)

Execution time-
Twitter

(in seconds)

RF 55.6 56.2

SVM 45.8 62.1

NB 34.1 59.33

RNN 98.3 127.2

CNN 33.2 55.1

RF-CNN 29.8 51.75

Equation 22.

FG = sigmoid (Wf ∗ [H (t − 1) , An]+ bf ) (19)

FG = sigmoid (Wi ∗ [H (t − 1) , An]+ bi) (20)

Can_C = tanh (Wc ∗ [H (t − 1) , An]+ bc) (21)

CC = FG∗C (t − 1) + IG ∗ Can_C (22)

The output gate is the amount of the current state to

be given to the hidden state as output based on the given

input and previous states. This is computed as Equation 23.

Finally, the current hidden state is obtained from the

refinement of the current cell state through the output gate,

as shown in Equation 24. The [H (t − 1) ,An] represents the

combination of the current input and prior hidden state.

Wf ,Wi,Wc,Wo and bf , bi, bc, bo represent the weights and bias

vectors, respectively.

OG = sigmoid (Wo ∗ [H (t − 1) , An]+ bo) (23)

HG = OG ∗ tanh (CC) (24)

Of the two DL models, the CNN model provided better

precision and accuracy scores than the RNN model. The CNN’s

accuracy was almost 5 points above the RNN accuracy in both

cases. This further gave a strong reason for considering CNN as

the base model to be combined with the RF model from traditional

ML approaches. Thus, the novel CNN-RF algorithm for text-

classification was adopted and implemented on the chosen datasets.

The evaluation metrics of each of the implemented models

are specified in Tables 1, 2 for the Instagram and Twitter

datasets, respectively. It can be clearly noticed that the RF

model outperforms the SVM and naïve Bayes models among

traditional ML approaches with overall accuracies of 0.83 and

0.94, respectively, compared to 0.80 and 0.92 accuracy scores

obtained by SVM, which performed the second best. The RNN

model obtained accuracies of approximately 0.85 and 0.89, while

the CNN model gave higher accuracies of approximately 0.89 and

0.93 for the Instagram and Twitter datasets, respectively. However,

the proposed CNN-RF model outperforms all the independent

techniques by acquiring an accuracy score of 0.96 and a precision

of approximately 0.98 for Instagram data and an accuracy score of

0.98 and a precision of approximately 0.99 for Twitter data.

Table 1 displays a comparative assessment between two distinct

models, specifically Word2Vec and FastText, utilizing three

different classifiers: Random Forest (RF), Support Vector Machine

(SVM), and Naïve Bayes. The metrics employed for performance

evaluation encompass Accuracy, Precision, Recall, and F1-Score.

For theWord2Vec model, the achieved accuracy is 71.05% with RF,

69.72% with SVM, and 58% with Naïve Bayes. The corresponding

precision values are 0.75, 0.69, and 0.56, while recall values stand

at 0.71, 0.69, and 0.58. F1-Scores for Word2Vec with RF, SVM, and

Naïve Bayes are 0.67, 0.69, and 0.48 respectively.

In contrast, the FastText model demonstrates an accuracy of

79.05% with RF, 82% with SVM, and 55.69% with Naïve Bayes.

Precision values for FastText are 0.8, 0.81, and 0.57, and recall

values are 0.78, 0.81, and 0.56. F1-Scores for FastText with RF, SVM,

and Naïve Bayes are 0.79, 0.80, and 0.55 respectively. The data

implies that, overall, the FastText model surpasses the Word2Vec

model in terms of accuracy, precision, recall, and F1-score when

applied to RF and SVM classifiers. However, both models exhibit

comparatively lower performance when employed with the Naïve

Bayes classifier (Tables 3, 4).

Furthermore, the execution latencies of each of these

algorithms were considered to facilitate faster aid to prevent

cyberbullying incidents and serve bullied victims immediately.

The RNN model took comparatively more time to process the

data, while the CNN worked relatively faster with an optimal

learning rate. ML models are executed quite quickly on these

massive datasets. The overall concatenation of the CNN and RF

models decreased the model training time further by almost 3.4

seconds compared to the fastest models in the case of both datasets.

This further proves the efficiency and reliability of this model for

application in real-time detection scenarios.

Combining the findings, all the standard indicators show good

performance. While the RF and CNN models separately withered

to 83% and 89%, respectively, in the case of the Instagram dataset,

the accuracy is above 95% for the combined deep learning CNN-RF

technique. A similar pattern is observed with the Twitter dataset

as well, although the accuracy gap between the CNN-RF model

and separate RF, CNN models is noticeably less. This suggested

that, in contrast to smaller datasets such as the Instagram dataset,

classical machine learning algorithms performed much better on

big datasets. In smaller datasets, neural networkmodels fared better

than ML techniques (Sainju et al., 2022). Nonetheless, compared to

RNN or other conventional ML models, the CNN model achieved

higher accuracy in both cases. The CNN network’s parametric

values, including neuron count, dense layer scale, and dropout

rates, led to excellent results in the experiments. As a result, the

same basic parametric choices were also applied to the suggested

CNN-RF model, resulting in an approach that is more effective and

quicker to handle datasets of any size.

5 Conclusion and future work

Cyberbullying is a severe issue that can manifest itself in a

variety of ways, including posting hurtful remarks or pictures,

threatening messages, disseminating false information, or adopting

someone’s identity online. It affects many individuals, especially

children and teens who use social media or participate in

online forums, and it has major psychological and emotional

repercussions for its victims, including depression, low self-esteem,
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suicidal thoughts, and distrustful attitudes (Ansary, 2020). This

study aims to address this issue by examining and demonstrating

the best algorithms for real-time social data. An extensive survey

was carried out to identify the finest approaches accessible under

classical ML and DL algorithms for text-based cyberbullying.

Additionally, a cutting-edge hybrid CNN-RF method was created

to combine the benefits of strong, independent ML and DLmodels.

This ensured that the model was impartial to the dataset sizes and

consistently produced the best results. The purpose of adopting two

real-world datasets from two separate platforms with varying size

scales was to demonstrate the compatibility of the novel algorithm

for textual classification across different platforms.

All general metrics showed that the CNN-RF model performed

the best, producing the added benefit of a faster execution time,

making it a trustworthy source to be used in real-time social media

applications’ dynamic data settings for quicker bullying incident

identification. The CNN-RF model used in this work uses text-

based classification to identify online bullying. Given that CNN-RF

models are notoriously used for picture prediction tasks by subject-

matter experts, the same hybrid approach may be readily expanded

to image- or video-based material in the future (Ge et al., 2021;

Kumari and Singh, 2021). Moreover, these detectionmodels may be

integrated to create a complete multimodal system (Qiu et al., 2022)

that can quickly and effectively identify bullying episodes that take

place online in any format. These models can be connected to social

media software to aid with improved defense mechanisms, which

will help lessen the harm caused by these online bullying incidents.
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