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The optimization of drug properties in the process of cancer drug development

is very important to save research and development time and cost. In order to

make the anti-breast cancer drug candidates with good biological activity, this

paper collected 1974 compounds, firstly, the top 20 molecular descriptors that

have the most influence on biological activity were screened by using

XGBoost-based data feature selection; secondly, on this basis, take pIC50

values as feature data and use a variety of machine learning algorithms to

compare, soas to select a most suitable algorithm to predict the IC50 and

pIC50 values. It is preliminarily found that the effects of Random Forest,

XGBoost and Gradient-enhanced algorithms are good and have little

difference, and the Support vector machine is the worst. Then, using the

Semi-automatic parameter adjustment method to adjust the parameters of

Random Forest, XGBoost and Gradient-enhanced algorithms to find the

optimal parameters. It is found that the Random Forest algorithm has high

accuracy and excellent anti over fitting, and the algorithm is stable. Its

prediction accuracy is 0.745. Finally, the accuracy of the results is verified by

training the model with the preliminarily selected data, which provides an

innovative solution for the optimization of the properties of anti- breast cancer

drugs, and can provide better support for the early research and development

of anti-breast cancer drugs.
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1 Introduction

At the present, stroke, ischemic heart disease and other

cardiovascular diseases, as well as malignant tumors

represented by breast cancer have become the main cause of

premature death in our population, seriously threatening

human health. Global incidence rate and mortality associated

with breast cancer have been increasing (1), and breast cancer

has officially replaced lung cancer as the number one cancer

worldwide (2), and its incidence rate among women’s cancers

worldwide is as high as 24.2%, becoming one of the most

common cancers in women (3–5), which seriously affects

women’s health (6). Estrogen receptor is a hormone receptor

and an effective nonstandard RNA binding protein. It is a

biomarker of breast cancer and affects the choice of endocrine

therapy for breast cancer. It has a very important role in the

process of breast development. It is considered as an important

target for the treatment of breast cancer and plays an important

role in the treatment of breast cancer. Therefore, compounds

that can antagonize the activity of ERamay be drug candidates

for the treatment of breast cancer.

Active compounds are compounds that can have an effect on

disease sites in the human body, or compounds with more

pronounced pharmacological effects and clear structures,

which are widely used in research fields such as cancer, stem

cells and immunity. Molecular descriptors refer to the

measurement of the properties of molecules in a certain

aspect, which can be either the physical and chemical

properties of molecules or the numerical indicators derived

from various algorithms according to the molecular structure.

The target is a kind of biological macromolecule which has

pharmacodynamic function and can be acted by drugs. The

biological activity of a compound refers to its ability to bind,

inhibit or activate the target. The higher the biological activity,

the stronger the ability of the compound. Quantitative Structure-

Activity Relationship aims to establish the quantitative

relationship between the physiological activities or some

properties of a series of compounds and their physical and

chemical property parameters or structural parameters through

reasonable mathematical statistical methods.

Currently, in the research and development of cancer drugs,

the process of screening and developing new drugs through

experiments is very slow and requires a lot of manpower and

material resources, how to effectively and quickly select drugs to

treat breast cancer and improve the therapeutic effect has

become an important topic in the research of cancer drugs. In

order to save time and cost, the method of establishing

compound activity prediction models are usually used to

screen potentially active compounds. The specific method is as

follows: for a target related to disease, collect a series of

compounds acting on the target and their biological activity

data, and then take a series of analytical structural descriptors as
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independent variables and the biological activity value of

compound as dependent variables to build a Quantitative

Structure-Activity Relationship (QSAR) model of the

compound. Then using the model to predict new molecules

with better bioactivity, or to guide the structural optimization of

existing active compounds.

This paper presents a four-part study on the optimization of

anti-breast cancer drug properties. (1) In section 1, this paper

analyzes the research that has been completed in related fields,

the application of artificial intelligence algorithm and describes

the research content of this paper. (2) In section 2, the theoretical

basis of the used algorithm is described. (3) In section 3, the data

set, preprocessing of the data as well as the analysis of the results

are presented, including the XGBoost-based data feature

selection results and prediction results of Quantitative

Structure-Activity Relationship (QSAR) model. (4) In section

4, a summary of the work done throughout the text is presented.
2 Related work

B Zhao (7) considered the independence, coupling and

correlation of bioactivity descriptors to screen the most

potentially valuable bioactivity descriptors, and then used an

optimized back propagation neural network pair to make

predictions, and used a gradient boosting algorithm to verify

the pharmacokinetics and safety of the screened bioactivity

descriptors, and the results showed that the bioactivity

descriptors screened by this method not only fit the non-

linear relationship of activity well, but also accurately

predicted their pharmacokinetic characteristics and safety.

The results showed that the screened bioactivity descriptors

could not only fit the nonlinear relationship of activity, but also

accurately predict the pharmacokinetic characteristics and

safety, with an average accuracy of 89.92 ~ 94.80%. S Leya, P

N Kumar (8) established a deep learning based cancer drug

screening model to predict the activity in the GDB13 data set

after confirming the importance of synergy between an

effective mimetic drug or compound and its target, and

achieved good results in identifying anti-cancer drugs with

improved performance metrics. B Xu (9) constructed a QSAR

model based on three traditional neural network models (BP

neural network, Elman neural network and wavelet neural

network) and a neural network model improved by

optimization algorithm (SSA-BP neural network), and the

results showed that the BP neural network can predict the

biological activity of compounds more accurately, and the

optimized model can further improve the predictive

performance of the BP neural network, which can help to

better screen efficient compound molecules and guide the

structural optimization of existing active compounds and the

development of quality breast cancer drugs. X Liu, W Zhang,
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W Zheng, et al. (10) considered that the low content of

traditional drug screening platforms limits the process of

drug evaluation, so it proposed a micropatterned co-culture-

based high content (μCHC) platform to study neuronal cancer

cell interactions and drug screening, and finally obtained a

high efficiency and fidelity of clinical cancer treatment by

screening drug candidates or drug combinations through the

μCHC system. Y Zhu, T Brettin, Y A Evrard, et al. (11)

extended the classical transfer learning framework by

integration and demonstrated its general utility with a

gradient advancement model and two deep neural networks

for three representative prediction algorithms, and finally

tested the integrated transfer learning framework on an in

vitro drug screening benchmark dataset, and the results

showed that the established framework extensively improved

the prediction algorithms in prediction applications prediction

performance. Z Xiong, D Wang, X Liu, et al. (12) used a new

graph neural network structure (Attentive FP), which uses a

graph attention mechanism to achieve learning from relevant

drugs in a data set, and experimental results showed that

At tent ive FP achieved s tate -of - the-ar t predic t ion

performance in various datasets. P Wongyikul, N Thongyot,

P Tantrakoolcharoen, et al (13) developed an had screening

protocol using Gradient Boosting Classifier machine learning

model and screening parameters to identify HAD prescription

error events from drug prescriptions. The experimental results

show that machine learning plays an important role in

screening and reducing HAD prescription errors and has

potential benefits. D FernándezLlaneza, S Ulander, D

Gogishvili, et al. (14) proposed a Siamese recurrent neural

network model (SiameseCHEM) based on bidirectional long-

term and short-term memory structure with self attention

mechanism, which can automatically learn the discriminant

features from the SMILES representation of small molecules.

Then it is trained with random SMILES strings, which proves

that it is robust to binary or classification tasks of biological

activity. M Kumari, N Subbarao (15) proposed a new deep

learning based approach to implement virtual screening with

convolutional neural network architecture as a way to predict

the inhibitory activity of 3CLpro against unknown compounds

during SARS-CoV virtual screening. Experimental results

show that their proposed convolutional neural network

model can prove useful for the development of novel target-

specific anti-SARS-CoV compounds. A Abdo, M Pupin (16)

proposed a turbine prediction model using nearest neighbor

structure to improve prediction accuracy in order to study how

to use learning data to enhance prediction model. The

experimental results show that Turbo prediction can

improve the prediction quality of the traditional prediction

model. For heterogeneous data sets, it can predict with

minimal computational cost without additional efforts of

users. A Gupta, H Zhou (17) accelerated the screening of

drugs by opening a machine-learning driven large-scale virtual
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screening pipeline in order to handle the growing library of

drug-like compounds and to separate true positives from false

positives. K Carpenter, A Pilozzi, X Huang (18) created a

virtual screener for protein kinase inhibitors and achieved

prediction of IC50 values for target compounds by

transforming and feeding the data as input into two

majority-invariant recurrent neural networks (RNN).

With the progress of science and technology, the

development of artificial intelligence technology is changing

with each passing day. Its application fields are very wide, and

it can be effectively applied to all fields of production and life.

Of course, the application advantages of artificial intelligence

are very obvious. More and more enterprises are committed to

the R&D and application of artificial intelligence. With the

deepening of research, the application rate and popularity of

artificial intelligence technology are also gradually increasing.

For example, artificial intelligence can be applied to online

learning. By applying artificial intelligence technology and

educational psychology theory, personalized online learning

resource recommendation schemes can be designed to improve

students’ learning outcomes (19). Artificial intelligence can

also be applied to multi-objective optimization. For example, in

order to improve the existing technology of proton exchange

membrane fuel cell (PEMFC), multi-objective optimization

based on artificial intelligence can be adopted to facilitate the

design and application of PEMFC (20). To address the issue of

geographic emergency evacuation of vulnerable population

groups, multi-objective planning can be used to improve the

safety of evacuees during the natural disaster preparation phase

and to ensure timely evacuation from areas expected to be

affected by major natural disasters (21). Artificial intelligence

can also be applied to the field of transportation. With highly

interconnected road networks placing higher demands on road

safety and efficiency, intelligent transportation systems have

received widespread attention. Artificial intelligence

technology can provide various support for road routing and

traffic congestion management, and can effectively support

intelligent transportation systems (22). Artificial intelligence

can also be applied to several fields in the medical field, such as

neural disease prediction and modeling, bioinformatics,

surgery, physical rehabilitation, medical robot and hospital

clinical data management (23). The most basic is the grass-

roots medical institutions, which are the first line of defense for

the health of grass-roots residents. Its informatization

construction is an important means to realize the

modernization of medical services. Artificial intelligence

technology can promote the informatization of grass-roots

medical institutions, so as to optimize the process of medical

treatment, improve the service capacity of high-quality medical

resources and reduce costs (24). Artificial intelligence

technology can be applied to the financial field. With the

continuous expansion of the scale, quantity and scope of

international trade and the increase of trade complexity and
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uncertainty, artificial intelligence technology can predict and

select international trade and play an important role in the

healthy development of international trade (25). The Financial

Stability Board (FSB) also released the development of artificial

intelligence and machine learning in the financial service

market and their impact on financial stability. Artificial

intelligence and machine learning can certainly strengthen

financial supervision (26). Artificial intelligence techniques

can also be applied in industry, for example, the surface

roughness induced by grinding operations can affect the

corrosion resistance, wear resistance, and contact stiffness of

ground parts, which can be predicted using artificial

intelligence algorithms, helping to provide real-time feedback

control of grinding parameters for the purpose of reducing

production costs (27). Artificial intelligence techniques can

also protect the network from data transmission, for example,

P Rani, Kavita, S Verma, et al. (28) proposed a new update

routing protocol combining the advantages of artificial bee

colony, artificial neural network and support vector machine

techniques as a way to protect the network from black hole

attacks. Artificial intelligence techniques can also be applied in

the field of scheduling, for example, to solve the scheduling

problem of CDT trucks, M Dulebenets (29) proposed a new

adaptive multiplicative modal algorithm, which can assist in

the correct planning of CDT jobs. Artificial intelligence

techniques can also improve algorithms; for example, to

address the problem of Gaussian noise impeding the

unbiased aggregation capability of GNN models, W Dong, M

Wozniak, J Wu, et al., (30) proposed a method that uses

principal component analysis to retain the aggregated true

signal from adjacent features and simultaneously removes

filtered Gaussian noise to achieve a more advantageous

denoising capability.

The main contributions of this paper are as follows:

XGBoost is used for data feature selection so as to select the

20 molecular descriptors with the most significant impact, and

then the 20 molecular descriptors screened are used as input

variables and the pIC50 value as output variables from the

perspective of the compound molecular descriptors, and four

machine learning algorithms, namely Gradient-enhanced

regression, XGBoost regression, Support vector machine, and

Random Forest regression are used for comparison. The results

of Random Forest regression, XGBoost regression and Gradient-

enhanced regression are preliminarily screened out to be good.

Then the Semi-automatic parameter adjustment method is used

to adjust the parameters of the three algorithms, and

subsequently the most appropriate algorithms is selected to

determine the core algorithm of the prediction model as a way

to predict the IC50 and pIC50 values. The highest accuracy rate

of 74.5% is finally obtained for Random Forest regression, and

the Random Forest algorithm is considered to be the

core algorithm.
Frontiers in Oncology 04
3 Theoretical foundation

3.1 XGBoost-based data feature selection

Feature selection refers to the selection of some effective

features from the original features to reduce the dimensionality

of the data set (31). XGBoost is an integrated learning model that

can fit the residuals of the previous tree by generating a new tree

in successive iterations and its accuracy increases with the

number of iterations (32), which can be effectively used for

classification and regression (33).

XGBoost is an improvement of the Gradient boosting

algorithm by using Newton’s method when solving the

extrema of the loss function, Taylor expansion of the loss

function to the second order, and additionally a regularization

term is added to the loss function. The objective function at

training time consists of two parts, the first part is the Gradient

boosting algorithm loss and the second part is the regularization

term. The loss function is defined as:

L ∅ð Þ =o
n

i=1
y
0
i , yi

� �
+o

k

W f kð Þ

Where n is the number of training function samples, l is the

loss for a single sample, which is assumed to be a convex

function, y
0
i is the predicted value of the model for the training

samples, and yi is the true label value of the training samples.

The regularization term defines the complexity of the model:

W fð Þ = g T +
1
2
l ‖w ‖2

Where l and l are manually set parameters, w is a vector

formed by the values of all leaf nodes of the Decision tree, and T

is the number of leaf nodes.
3.2 Random forest

Random Forest is a supervised learning algorithm which

tends to find the best grouping features recursively (34). The

“forest” it builds is an integration of Decision tree, which is

mostly trained using Bagging methods. The Bagging method

uses randomly selected training data with playback and then

constructs a classifier, and finally combines the learned models

to increase the overall effect.

The growth of the tree in the Random Forest algorithm

introduces additional randomness to the model. Unlike Decision

tree where each node is partitioned into the best features that

minimize the error, in a Random Forest we randomly select

features to construct the best partition. Thus, when you are in a

Random Forest, consider only the random subset used to

segment the nodes, or even make the tree more random by

using a random threshold on each feature instead of searching
frontiersin.org
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for the best threshold as in a normal Decision tree. This process

yields a wide range of diversity and usually leads to better

models, and the Random Forest algorithm proceeds as follows:

The input is the sample set D={ (x1,y1),(x2,y2),⋯,(xm,ym) }

and the number of weak classifier iterations T.

The output is the final strong classifier f(x).

1) For t=1,2,⋯,T: divided into two steps. a) The training set

is randomly sampled for the tth time, and a total of m times are

taken to obtain the sampling set Dt containing m samples. b)

Train the first t Decision tree model Gt(x) with the sample set Dt.

When training the nodes of the Decision tree model, select a part

of the sample features among all the sample features on the

nodes, and choose an optimal feature among these randomly

selected part of the sample features to do the left and right

subtree partitioning of the Decision tree.

2) In case of classification algorithm prediction, the category

or one of the categories with the most votes cast by T weak

learners is the final category. In case of regression algorithms, the

value obtained by arithmetic averaging of the regression results

obtained by T weak learners is the final model output.
3.3 Gradient-enhanced regression tree

Grad i en t - enhanced reg re s s ion t r ee (GBR) i s a

nonparametric machine learning method based on

propulsion strategies and Decision trees (35), whose basic

idea is to use regression trees as weak learners and replace a

single strong learner with a superposition of multiple weak

learners. We train multiple layers of weak classifiers for the

same training set, and each layer uses the training set to train a

weak classification model, from which we obtain the prediction

results. We then determine the weights that should be

reassigned to each sample based on whether the samples in

the training set are correctly classified and the accuracy of the

overall classification, and train a classifier for the next layer

with the new data set after the modified weights. This training

is continued until there are few misclassified samples, and

finally the classifiers of each layer with weight assignments are

fused together so that the final decision classifier is

composed down.
3.4 Support vector machine

Support vector machine (SVM) is a supervised machine

learning that can deal with classification and regression

problems (36), the basic idea is to find the optimal

classification hyperplane that completely separates the two

classes of samples in the original space in the linearly

divisible case and to use kernel methods in the nonlinear

case to solve problems that are nonlinear in low-dimensional

space as linearly integrable problems in high-dimensional
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space (37). Delineating the hyperplane can be defined as a

linear equation:

wTx + b = 0

Where w={ w1,⋯,wd } is a normal vector that determines the

direction of the hyperplane, d is the number of eigenvalues, x is

the sample to be trained, and b is the displacement term that

determines the distance between the hyperplane and the origin.

Suppose P(x1,⋯,xn) is a point in the training sample, where

xi denotes the ith feature variable of that sample. Then the

formula for the distance from the point to the hyperplane is:

d =
w1 ∗ x1 + w2 ∗ x2 +⋯+wn ∗ xn + bj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

w2
1 + w2

2 +⋯+w2
n

p =
WT ∗X + b
�� ��

‖W ‖

Where ‖W‖ is the parametrization of the hyperplane and

the constant b is the intercept in the linear equation.

In the case that the hyperplane is determined, the full

support vector can be found and then the hyperplane interval

can be calculated. The next step is to determine w and b so that

the interval is maximum. This is an optimization problem whose

objective function can be written as:

arg max min y wT + b
� �� �

∗
1

‖W ‖

� 	

Where y denotes the label of the training sample point and

its value is -1 or 1, and y(wT+b) denotes the distance. If the

training sample points are in the positive direction of the

hyperplane, then y(wT+b) is a positive number, and the

opposite is a negative number. This is an optimization

problem with constraints and can usually be solved by the

Lagrange multiplier method.

L w, b, að Þ = 1
2
� ‖w ‖ −o

n

i=1
ai yi w ∗ x + bð Þ − 1ð Þ

This optimization algorithm gives us a*, and then we can

solve for w and b according to a*. The purpose of the

classification is to find the hyperplane, i.e., the “decision plane”.
3.5 Semi-automatic parameter
adjustment

Semi-automatic parameter adjustment is a parameter

adjustment method combining manual parameter adjustment

and grid search. For different algorithms, it has different

sequence of parameter adjustment steps. Taking XGBoost

parameter adjustment as an example, the process is as follows:

1) First grid search n_ estimators parameter, other

parameters take fixed values;

2) Take the optimization result in (1) and add it to the

parameter setting, and grid search min_child_ weight and max_

depth two parameters;
frontiersin.org

https://doi.org/10.3389/fonc.2022.956705
https://www.frontiersin.org/journals/oncology
https://www.frontiersin.org


Liu et al. 10.3389/fonc.2022.956705
3) Take the optimization result in (1)(2) and add it to the

parameter setting, and grid search gamma parameter;

4) Take the optimization result in (1)~(3) and add it to the

parameter sett ing, and grid search subsample and

colsample_bytree two parameters;

5) Take the optimization result in (1)~(4) and add it to the

parameter setting, and grid search reg_alpha and reg_lambda

two parameters;

6) Take the optimization result in (1)~(5) and add it to the

parameter setting, and grid search learning_rate parameter.
4. Experiment

4.1 Data import

The data set collected in this paper contains biological

activity values IC50 and pIC50 of compounds ERa ,
information on 729 molecular descriptors, interpretation of

molecular descriptor meanings.
4.2 Data pre-processing

In this data set, IC50 is the biological activity value of the

compound against ERa, which is an experimental measurement,

where a smaller value represents greater biological activity and

more effective in inhibiting ERa activity. The pIC50 is obtained

by converting the IC50 value (i.e., the negative logarithm of the

IC50 value), which usually has a positive correlation with

biological activity, i.e., a higher pIC50 value indicates higher

biological activity. In practical QSAR modeling, pIC50 is
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generally used to represent the bioactivity value. Variable

selection is first performed for 729 molecular descriptors of

1974 compounds, and the top 20 molecular descriptors (i.e.,

variables) with the most significant effect on biological activity

are selected by using a XGBoost-based data feature selection

method to rank the variables according to their importance on

biological activity.
4.3 XGBoost-based data
feature selection

The data of 729 molecular descriptors of 1974 compounds

are initially analyzed. We find that the data are of a certain scale

and the influence factors obtained by adopting simple

correlation analysis are not representative, so we adopt a more

rigorous XGBoost-based data feature selection to calculate all

729 feature weights, as shown in Figure 1.

As seen in Figure 1, the feature weights of the 729 molecular

descriptors varies greatly overall, with the maximum weight

exceeding 0.12 and the minimum weight close to 0. It is thus

clear that the degree of influence of different molecular

descriptors on biological activity varies greatly. Therefore, all

the calculated molecular descriptor feature weights are output in

descending order, and the top 20 molecular descriptors are

intercepted as the most significant variables affecting biological

activity, as shown in Figure 2.

The top 20 feature weights of 729 molecular descriptors of

1974 compounds are summarized according to Figure 2, which

are ranked and summarized to finally obtain the top 20

molecular descriptors affecting biological activity, as shown

in Table 1.
FIGURE 1

Molecular descriptor feature weights.
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4.4 Quantitative structure-activity
relationship model

Based on the 20 molecular descriptors screened previously,

we build the model according to the known data types by the

four algorithms that have been selected. A total of 1974 sets of

data exist in the data set, so we randomly select 50 compounds as

the test set for IC50 values and corresponding pIC50 values

prediction, and the remaining 1924 sets of data as the

prediction set.

Firstly, we eliminate the selected 50 compounds, and the

remaining 1924 sets of compound data with the filtered 20

molecular descriptors as input and pIC50 values as output, use

the cross validation method to segment the data with 0.35 as the

sample ratio, so as to obtain the training set and test set, and then

use the training set to train the Gradient-enhanced regression,

XGBoost regression, Support vector machine and Random
Frontiers in Oncology 07
Forest regression models respectively, and the training process

is shown in Figure 3.

As seen in Figure 3, the training results of Support vector

machine are the worst, and the training results of Gradient-

enhanced regression, XGBoost regression, and Random Forest

regression models are better and do not differ much from each

other. Therefore, we perform Semi-automatic parameter

adjustment combining manual parameter adjustment and grid

parameter adjustment on the three algorithm models of

Gradient-enhanced regression, XGBoost regression and

Random Forest regression to find the core algorithm.

After that, we optimize the parameters of the three

algorithms, and consider obtaining the model that is closest to

the actual accuracy through the optimal parameters. Among

them, in the Random Forest algorithm model, we optimize the

number of trees, the maximum depth of trees, the maximum

number of features, and the minimum number of samples
FIGURE 2

Top 20 ranking chart of feature weights.
TABLE 1 Range of molecular descriptor values found by the optimization search model.

Molecular descriptors Weighting value Molecular descriptors Weighting value

C1SP2 0.121828 VC-5 0.013187

nC 0.106756 minHBint5 0.011962

MDEC-23 0.089470 TopoPSA 0.010527

LipoaffinityIndex 0.065367 MDEO-12 0.009671

minHsOH 0.036505 C3SP2 0.009461

nHBAcc 0.036146 SHBint8 0.009285

SdsN 0.029560 maxHBint8 0.008846

maxss0 0.024947 ndssC 0.008720

minss0 0.024412 MDEC-34 0.007981

minsOH 0.022663 BCUTc-11 0.007961
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allowed to split nodes. In the XGBoost algorithm model, we

optimize the number of learners, the depth of the tree, the

minimum weight of the subset, L1 regularization, L2

regularization and the learning rate. In the Gradient-enhanced

algorithm model, we optimize the parameters of the maximum

number of weak learners, the maximum depth of learners, the

maximum number of features of learners, the minimum number

of samples required by leaf nodes and the minimum number of

samples divided into internal nodes. The process is shown

in Figure 4.

By adjusting the parameters of the three algorithm models,

we finally determine the optimal parameter combination of the

Random Forest algorithm as: n_estimators=500, max_depth=90,

max_features=0.1, min_samples_split=2; the optimal parameter

combination of the XGBoost algorithm as: n_estimators=20,

max_depth=7 , min_ch i ld_we ight=5 , reg_a lpha=1 ,
Frontiers in Oncology 09
reg_lambda=0.1, learning_rate=0.3; the optimal parameter

combination of the Gradient-enhanced algorithm as:

n_estimators=300, max_depth=4, max_features=0.3,

min_samples_leaf=8,min_samples_split=9; and use the test set

to test the algorithms before and after parameter adjustment.

The test accuracy of the three algorithms is shown in Table 2.

In order to determine the core algorithm more accurately,

we use the training data set and the test data set to train the

above three parameter adjusted models, combined with a variety

of regression model training error analysis methods to

determine the algorithm with the best training effect. Among

them, the regression model training error analysis methods we

selected Mean Square Error (MSE), Mean Absolute Error

(MAE), Root Mean Square Error (RMSE), Mean Absolute

Percentage Error (MAPE), absolute coefficient (R-Square), and

Explained Variance score (EV).
A B

C

FIGURE 4

Semi-automatic parameter adjustment process. (A) Optimization process of Random Forest (B) Optimization process of XGBoost (C)
Optimization process of GBR.
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The model evaluation error analysis table, model testing

error analysis table, and cross-validation results are shown in

Tables 3, 4.

After adjusting the error analysis of the model, it can be

concluded that the Random Forest has the best accuracy and

excellent anti over fitting, and the stability of the algorithm

is high.

Then, in order to verify that Random Forest is the best

algorithm, we use three training and parameter adjusted

algorithms: Random Forest, Gradient-enhanced and XGBoost

to predict the IC50 value and the corresponding pIC50 value of

the selected 50 groups of compound data, and the experimental

results are shown in Figure 5.

We experimentally compare the three regression algorithm

models after tuning the parameters on 50 sets of test set data as

in Figure 6.

We finally give the accuracy rates, as in Table 5.

As can be seen from the table, Random Forest regression has

the highest accuracy rate of 76.685%, so it can be considered

reasonable for the Random Forest algorithm to be the

core algorithm.
5 Conclusion

With the development of computer technology, in the early

stage of anti-breast cancer drug research and development, using

computer models to predict the biological activity of compounds

is conducive to reducing the failure rate of drug research and

development and saving a lot of research and development time
Frontiers in Oncology 10
and cost for research and development institutions. Therefore, in

order to solve the problem of bioactivity prediction during the

early development of anti-breast cancer candidate drugs, this

paper has carried out relevant work and obtained the

following conclusions.

(1) In this paper, we investigate compounds capable of

antagonizing ERa activity by facilitating XGBoost-based data

feature selection thereby screening the top 20 molecular

descriptors with the most significant impact on biological activity.

(2) Then, from the perspective of molecular descriptors, with

20 molecular descriptors selected based on XGBoost feature as

input and pIC50 value as output, multiple regression prediction

models of Random Forest, Gradient-enhanced, XGBoost and

SVM are constructed to predict ER biological activity. According

to the degree of fitting between the predicted value and the real

value, the Random Forest, Gradient-enhanced and XGBoost are

preliminarily selected with good results. In order to select the

best algorithm from the three algorithms, the Semi-automatic

parameter adjustment method is used to adjust the parameters

of the three algorithms. The Random Forest has the highest

accuracy, the best accuracy and excellent anti over fitting, and

the algorithm has high stability.

(3) Finally, by training the initial randomly selected data, it is

verified that the Random Forest with Semi-automatic parameter

adjustment has the best effect. It can be seen that using the Semi-

automatic parameter adjusted Random Forest model to predict

the bioactivity of compounds against breast cancer drugs can

provide a good reference, and can play a certain role in

promoting the optimization of drug properties in the process

of cancer drug development.
TABLE 3 Model evaluation error analysis.

Evaluation Metrics MSE MAE EV R²

Random Forest 0.077646 0.203693 0.961473 0.961529

GBR 0.135665 0.268423 0.932684 0.932684

XGBoost 0.152522 0.290378 0.924355 0.924319
frontie
TABLE 4 Model test error analysis.

Evaluation Metrics MAE RMSE MAPE EV

Random Forest 0.544467 0.135665 0.089044 0.715558

GBR 0.557161 0.135665 0.090808 0.701300

XGBoost 0.567658 0.135665 0.091912 0.687493
TABLE 2 Comparison of accuracy before and after parameter adjustment.

Algorithm Random Forest regression XGBoost regression GBR

Accuracy before parameter adjustment 0.707829 0.678772 0.676599

Accuracy after parameter adjustment 0.745329 0.724967 0.730603
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A B
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FIGURE 5

Algorithm model regression test results. (A) GBR (B) XGBoost regression (C) Random Forest regression
FIGURE 6

Algorithm model test results.
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The model proposed in this paper can provide better support

for the early development of anti- breast cancer drugs, and the

model can also be extended to other areas of prediction.

However, the test accuracy of the model did not reach a

particularly high level, so the subsequent optimization of drug

properties for the problem will provide more solutions using

artificial intelligence technology.
Data availability statement

The original contributions presented in the study are

included in the article/supplementary material. Further

inquiries can be directed to the corresponding author.
Author contributions

The first author did the experiment of this paper, and

analyzed and compared the experimental results. The second

author wrote this article, the third author edited the language of

this article, and the fourth author and corresponding author put

forward the idea of this article. All authors contributed to the

article and approved the submitted version.
Frontiers in Oncology 12
Funding

This work was supported by: North China University of

Science and Technology, Project Name : Research on Trusted

Verification Technology of Cloud Outsourcing Computing,

Project Number:0088/28415599.
Conflict of interest

The authors declare that the research was conducted in the

absence of any commercial or financial relationships that could

be construed as a potential conflict of interest.
Publisher’s note

All claims expressed in this article are solely those of the

authors and do not necessarily represent those of their affiliated

organizations, or those of the publisher, the editors and the

reviewers. Any product that may be evaluated in this article, or

claim that may be made by its manufacturer, is not guaranteed

or endorsed by the publisher.
References

1. Zhang Y, Li H, Zhang J, Zhao C, Lu S, Qiao J, et al. The combinatory effects of
natural products and chemotherapy drugs and their mechanisms in breast cancer
treatment. Phytochem Rev (2020) 19(5):1179–97. doi: 10.1007/s11101-019-09628-w

2. Ferlay J, Colombet M, Soerjomataram I, Parkin D, Pineros M, Znaor A, et al.
Cancer statistics for the year 2020: An overview. Int J Cancer (2021) 149(4):778–89.
doi: 10.1002/ijc.33588

3. Jain V, Kumar H, Anod HV, Chand P, Gupta NV, Dey S, et al. A review of
nanotechnology-based approaches for breast cancer and triple-negative breast
cancer. J Controlled Release (2020) 326:628–47. doi: 10.1016/j.jconrel.2020.07.003

4. Cui C, Ding X,Wang D, Chen L, Xiao F, Xu T, et al. Drug repurposing against
breast cancer by integrating drug-exposure expression profiles and drug–drug links
based on graph neural network. Bioinformatics (2021) 37(18):2930–7. doi: 10.1093/
bioinformatics/btab191

5. Aggarwal S, Verma SS, Aggarwal S, Gupta SC. Drug repurposing for breast
cancer therapy: Old weapon for new battle. Semin Cancer Biol Acad Press (2021)
68:8–20. doi: 10.1016/j.semcancer.2019.09.012

6. Chan H, Shan H, Dahoun T, Dahoun T, Vogel H, Yuan S. Advancing drug
discovery via artificial intelligence. Trends Pharmacol Sci (2019) 40(8):592–604.
doi: 10.1016/j.tips.2019.06.004

7. Zhao B. Anti-breast cancer drug screening based on neural networks and
QSAR model. Med Rep Case Stud (2022) 7(1):1–5.

8. Leya S, Kumar PN. Virtual screening of anticancer drugs using deep learning.
Springer International Publishing (2020) p. 1293–8. doi: 10.1007/978-3-030-
41862-5_131
9. Xu B. Optimal modeling of anti-breast cancer candidate drugs based on SSA-
BP. Helsinki Finland (2021) 15. doi: 10.25236/ICBCME.2021.032

10. Liu X, Zhang W, Zheng W, Jiang X. Micropatterned coculture platform for
screening nerve-related anticancer drugs. ACS nano (2021) 15(1):637–49.
doi: 10.1021/ACSNANO.0C06416

11. Zhu Y, Brettin T, Evrard YA, Partin A, Xia F, Shukla M. Ensemble transfer
learning for the prediction of anti-cancer drug response. Sci Rep (2020) 10
(1):18040–0. doi: 10.1038/s41598-020-74921-0

12. Xiong Z, Wang D, Liu X, Zhong F, Wan X, Li X. Pushing the boundaries
of molecular representation for drug discovery with the graph attention
mechanism. J med Chem (2019) 63(16) :8749–60 . do i : 10 .1021/
acs.jmedchem.9b00959

13. Wongyikul P, Thongyot N, Tantrakoolcharoen P, Seephueng P, Khumrin P.
High alert drugs screening using gradient boosting classifier. Sci Rep (2021) 11
(1):20132–2. doi: 10.1038/S41598-021-99505-4

14. FernándezLlaneza D, Ulander S, Gogishvili D, Nittinger E, Zhao H, Tyrchan
C. Siamese Recurrent neural network with a self-attention mechanism for
bioactivity prediction. ACS omega (2021) 6(16):11086–94. doi: 10.1021/
ACSOMEGA.1C01266

15. Kumari M, Subbarao N. Deep learning model for virtual screening of novel
3C-like protease enzyme inhibitors against SARS coronavirus diseases. Comput
Biol Med (2021) 132:104317. doi: 10.1016/J.COMPBIOMED.2021.104317

16. Abdo A, Pupin M. Turbo prediction: a new approach for bioactivity
prediction. J computer-aided Mol design (2022) 36(1):1–9. doi: 10.1007/S10822-
021-00440-3

17. Gupta A, Zhou H. A machine learning-enabled pipeline for Large-scale
virtual drug screening. J Chem Inf Modeling (2021) 61(9):4236–44. doi: 10.1021/
ACS.JCIM.1C00710
TABLE 5 Final prediction accuracy.

Algorithm Random Forest regression GBR XGBoost regression

Accuracy 0.766850 0.758679 0.756774
frontiersin.org

https://doi.org/10.1007/s11101-019-09628-w
https://doi.org/10.1002/ijc.33588
https://doi.org/10.1016/j.jconrel.2020.07.003
https://doi.org/10.1093/bioinformatics/btab191
https://doi.org/10.1093/bioinformatics/btab191
https://doi.org/10.1016/j.semcancer.2019.09.012
https://doi.org/10.1016/j.tips.2019.06.004
https://doi.org/10.1007/978-3-030-41862-5_131
https://doi.org/10.1007/978-3-030-41862-5_131
https://doi.org/10.25236/ICBCME.2021.032
https://doi.org/10.1021/ACSNANO.0C06416
https://doi.org/10.1038/s41598-020-74921-0
https://doi.org/10.1021/acs.jmedchem.9b00959
https://doi.org/10.1021/acs.jmedchem.9b00959
https://doi.org/10.1038/S41598-021-99505-4
https://doi.org/10.1021/ACSOMEGA.1C01266
https://doi.org/10.1021/ACSOMEGA.1C01266
https://doi.org/10.1016/J.COMPBIOMED.2021.104317
https://doi.org/10.1007/S10822-021-00440-3
https://doi.org/10.1007/S10822-021-00440-3
https://doi.org/10.1021/ACS.JCIM.1C00710
https://doi.org/10.1021/ACS.JCIM.1C00710
https://doi.org/10.3389/fonc.2022.956705
https://www.frontiersin.org/journals/oncology
https://www.frontiersin.org


Liu et al. 10.3389/fonc.2022.956705
18. Carpenter K, Pilozzi A, Huang X. A pilot study of multi-input recurrent
neural networks for drug-kinase binding prediction. Molecules (2020) 25(15):3372.
doi: 10.3390/molecules25153372

19. Xin W, Sun S, Wu D, Zhou L. Personalized online learning resource
recommendation based on artificial intelligence and educational psychology.
Front Psychol (2021) 12:767837. doi: 10.3389/FPSYG.2021.767837

20. Feng Z, Huang J, Jin S, Wang G, Chen Y. Artificial intelligence-based multi-
objective optimisation for proton exchange membrane fuel cell: A literature review.
J Power Sources (2022) 520. doi: 10.1016/J.JPOWSOUR.2021.230808

21. Dulebenets M, Pasha J, Kavoosi M, Abioye FO, Ozguven EE, Moses R.
Multiobjective optimization model for emergency evacuation planning in
geographical locations with vulnerable population groups. J Manage Eng (2019)
36(2):1–17. doi: 10.1061/(ASCE)ME.1943-5479.0000730

22. Boukerche A, Tao Y, Sun P. Artificial intelligence-based vehicular traffic
flow prediction methods for supporting intelligent transportation systems. Comput
Networks (2020) 182. doi: 10.1016/j.comnet.2020.107484

23. Mishra S, Abbas M, Jindal K, Narayan J, Dwivedy SK. Artificial intelligence-
based technological advancements in clinical healthcare applications: A systematic
review. Springer Singapore (2022) p. 207–27. doi: 10.1007/978-981-16-9455-4_11

24. Zhang H, Xu J. Design and implementation of information application
platform for primary medical institutions based on artificial intelligence. Int Conf
Comput Graphics Artif Intell Data Process (2022) 12168:1216826–1216826-11.
doi: 10.1117/12.2631112

25. Guo S. Application of artificial intelligence technology in international trade
finance. Springer International Publishing (2020) p. 155–62. doi: 10.1007/978-3-
030-62743-0_22

26. Li C. The application of artificial intelligence and machine learning in
financial stability. Springer International Publishing (2020) p. 214–9.
doi: 10.1007/978-3-030-62743-0_30

27. Pan Y, Zhou P, Yan Y, Anupam A, Wang Y, Guo D. New insights into the
methods for predicting ground surface roughness in the age of digitalisation. Precis
Eng (2021) 67:393–418. doi: 10.1016/j.precisioneng.2020.11.001
Frontiers in Oncology 13
28. Rani P, Kavita, Verma S, Kaur N, Wozniak M, Shafi J. Robust and secure
data transmission using artificial intelligence techniques in ad-hoc networks.
Sensors (2021) 22(1):251–1. doi: 10.3390/S22010251

29. DulebenetsM. An adaptive polyploidmemetic algorithm for scheduling trucks at
a cross-docking terminal. Inf Sci (2021) 565:390–421. doi: 10.1016/J.INS.2021.02.039

30. Dong W, Wozniak M, Wu J, Li W, Bai Z. De-noising aggregation of graph
neural networks by using principal component analysis. IEEE Transactions on
Industrial Informatics (2022). doi: 10.1109/TII.2022.3156658

31. Zhou T, Lu H, Wang W, Yong X. GA-SVM based feature selection and
parameter optimization in hospitalization expense modeling. Appl Soft Computing
(2018) 75:323–32. doi: 10.1016/j.asoc.2018.11.001

32. Yang Y, Zhang X, Yang L. Data-driven power system small-signal stability
assessment and correction control model based on XGBoost. Energy Rep (2022) 8
(S5):710–7. doi: 10.1016/J.EGYR.2022.02.249

33. Sheng X, Huo W, Zhang C, Zhang X, Han Y. A paper quality and comment
consistency detection model based on feature dimensionality reduction. Alexandria
Eng J (2022) 61(12):10395–405. doi: 10.1016/J.AEJ.2022.03.074

34 . Verdaasdonk MJA, Carva lho RMDE. From predic t ions to
recommendations: Tackling bottlenecks and overstaying in the emergency room
through a sequence of random forests. Healthcare Analytics (2022) 2(2).
doi: 10.1016/J.HEALTH.2022.100040

35. Liao S, Liu Z, Liu B, Cheng C, Jin X, Zhao Z. Multistep-ahead daily inflow
forecasting using the ERA-interim reanalysis data set based on gradient-boosting
regression trees. Hydrol Earth System Sci (2020) 24(5):2343–63. doi: 10.5194/hess-
24-2343-2020

36. Pannakkong W, Harncharnchai T, Buddhakulsomsiri J. Forecasting daily
electricity consumption in Thailand using regression, artificial neural network,
support vector machine, and hybrid models. Energies (2022) 15(9):3105–5.
doi: 10.3390/EN15093105

37. Cai W, Qu Z. HRM risk early warning based on a hybrid solution of decision
tree and support vector machine. Wirel Commun Mobile Computing (2022) 2022.
doi: 10.1155/2022/8396348
frontiersin.org

https://doi.org/10.3390/molecules25153372
https://doi.org/10.3389/FPSYG.2021.767837
https://doi.org/10.1016/J.JPOWSOUR.2021.230808
https://doi.org/10.1061/(ASCE)ME.1943-5479.0000730
https://doi.org/10.1016/j.comnet.2020.107484
https://doi.org/10.1007/978-981-16-9455-4_11
https://doi.org/10.1117/12.2631112
https://doi.org/10.1007/978-3-030-62743-0_22
https://doi.org/10.1007/978-3-030-62743-0_22
https://doi.org/10.1007/978-3-030-62743-0_30
https://doi.org/10.1016/j.precisioneng.2020.11.001
https://doi.org/10.3390/S22010251
https://doi.org/10.1016/J.INS.2021.02.039
https://doi.org/10.1109/TII.2022.3156658
https://doi.org/10.1016/j.asoc.2018.11.001
https://doi.org/10.1016/J.EGYR.2022.02.249
https://doi.org/10.1016/J.AEJ.2022.03.074
https://doi.org/10.1016/J.HEALTH.2022.100040
https://doi.org/10.5194/hess-24-2343-2020
https://doi.org/10.5194/hess-24-2343-2020
https://doi.org/10.3390/EN15093105
https://doi.org/10.1155/2022/8396348
https://doi.org/10.3389/fonc.2022.956705
https://www.frontiersin.org/journals/oncology
https://www.frontiersin.org

	Application of random forest based on semi-automatic parameter adjustment for optimization of anti-breast cancer drugs
	1 Introduction
	2 Related work
	3 Theoretical foundation
	3.1 XGBoost-based data feature selection
	3.2 Random forest
	3.3 Gradient-enhanced regression tree
	3.4 Support vector machine
	3.5 Semi-automatic parameter adjustment

	4. Experiment
	4.1 Data import
	4.2 Data pre-processing
	4.3 XGBoost-based data feature selection
	4.4 Quantitative structure-activity relationship model

	5 Conclusion
	Data availability statement
	Author contributions
	Funding
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages false
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 1
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /ENU (T&F settings for black and white printer PDFs 20081208)
  >>
  /ExportLayers /ExportVisibleLayers
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName ([High Resolution])
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


