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Metallic U alloys have high U density and thermal conductivity and thus have

been explored since the beginning of nuclear power research. Alloys of U with

modest amounts of Mo, such as U-10 wt % Mo (U-10Mo), are of particular

interest because the γ-U crystal structure in this alloying addition shows

prolonged stability in reactor service. Historically, radiation data on U-10Mo

fuels were collected in Na fast reactors or lower temperature research reactor

conditions, but little is known about irradiation behavior, particularly swelling

and creep, at irradiation temperatures between 250 and 500°C. This work

discusses the methodology and pre-irradiation characterization results from

a U-Mo irradiation campaign performed in the High Flux Isotope Reactor at Oak

Ridge National Laboratory. U-10Mo and U-17Mo samples irradiations are being

completed at temperatures ranging from 250 to 500°C to three targeted fission

densities between 2 × 1020 and 1.5 × 1021
fissions per cubic centimeter. Swelling

measurement of the specimen sizes studied here required development and

assessment of new methods for volume determination before and after

irradiation. Laser profilometry and X-ray computation tomography (XCT)

were used to provide preirradiation characterization of samples to determine

the error and applicability of each to determine swelling following irradiation.

These outcomes are contextualized through use of BISON simulations

performed to assess the predicted expansion of U-Mo fuels subjected to the

irradiation conditions of this work. Use of existing BISON fuel performance

models predicted a maximum of 7% swelling under the irradiation conditions of

this study. Pre-irradiation characterization revealed the as-cast U-Mo fuel

samples were uniformly large-grained fully cubic U crystals with small U-C/

N bearing precipitates and pores distributed throughout. Samples were found

to contain a bulk porosity between .4 and 3% because of the casting process.

Local porosity in areas far from large, interconnected pores was found by Slice-

and-View to be under .2%. Nanometer-sized precipitates rich in C and N were

identified in all samples, likely because of impurities during the fabrication

process. Dendritic bands were also observed throughout the samples. These
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bands were characterized by variable Mo content that deviated from the overall

Mo content by 2–3 wt %. No other microstructural features were correlated to

these bands. Mechanical properties were found to be slightly strengthened

compared to literature reports of bulk U-Mo fuels due to the nano-scale

precipitates throughout the sample.

KEYWORDS

U-10Mo, nuclear fuel, PIE, HFIR, swelling, pre-irradiation characterization, bison, post-
irradiation characterization

1 Introduction

Stabilized cubic γ-U alloys have been of interest as nuclear

fuels since the early days of nuclear energy, and several different

elements can be used as γ-stabilizers (Mueller et al., 1962;

Bleiberg et al., 2019; Hofman et al., 1998). Although some

gamma phase stability can be achieved with low

concentrations of Mo, 10 wt % Mo additions notably improve

stability of the meta-stable γ-U phase that may remain stable

under irradiation due to the stabilizing effect of ballistic mixing

(Dwight, 1960; Rest et al., 2006; MEYER et al., 2014; Newell et al.,

2020; Lu et al., 2021). Irradiation testing has been performed on

U-10Mo and U-7Mo alloys for research reactor applications

under 250°C (Waldron et al., 1958; Dwight, 1960; May 1962;

Leenaers et al., 2004; Rest et al., 2006; Creasy, 2012; Smirnova

et al., 2015; Newell et al., 2017; Kautz et al., 2021; Gates et al.,

2019) and for higher temperature fast reactors (Walters et al.,

1984; Kittel et al., 1993; Harp et al., 2018) above 500°C.

Irradiation testing in the low and high temperature regimes

showed initial linear swelling followed by breakaway fission

gas-induced swelling, coincident with grain recrystallization

above a fission density of 2–7 × 1021 cm−3. Breakaway swelling

has been observed to result in several 10 s of percent increases in

volume (Rest et al., 2006; MEYER et al., 2014). However, data

relating to swelling and microstructure due to irradiation in

midrange temperatures (250–500°C) are lacking.

Recently, Oak Ridge National Laboratory (ORNL) developed

a MiniFuel irradiation capsule to facilitate rapid irradiation

testing at approximately isothermal and nearly constant

fission rate conditions in any given the fuel specimen under

irradiation (Petrie et al., 2022). This affords significant benefits by

enabling separate effects testing in nuclear fuels and has the

ability to improve understanding the isothermal radiation effects

of materials in which radiation effects knowledge is limited and

enables faster design iteration. Simulation tools, such as BISON,

maximize the value of separate effects tests by allowing iterative

model improvements and pre-test predictions of behavior.

Similar tools to MiniFuel, such as FAST, BUSTER, and SETH,

have been developed at Idaho National Laboratory over the last

few years (Bess et al., 2019; Beausoleil et al., 2020; Terrani et al.,

2020). In the present work, the MiniFuel irradiation capability

was leveraged to study the effects of temperature on the swelling

behavior of two U-Mo alloys with increasing burnup.

However, the small sample sizes in a MiniFuel irradiation

campaign lead to their own challenges. In particular, swelling

measurements are more difficult on small samples because the

measurement uncertainty becomes large compared to the

measurement itself. The actual amount of gas released from

MiniFuel samples is also less than for large samples by virtue of

their size, requiring high release sensitivity.

This paper presents the preirradiation characterization on U-

10Mo and U-17Mo samples, including simulation of expected

irradiation behavior. The accelerated fission rate MiniFuel

irradiation platform produces non-traditional irradiation

conditions, challenging irradiation design and development of

post irradiation examination methods (PIE). Isothermal

response of fuel samples as function of burnup provides new

opportunities in separate effects testing and benchmarking fuel

performance models, but successful interpretation requires

knowledge of the limitations and uncertainties of new

characterization methods or adaptation of conventional

methods to new specimen geometries and smaller volumes.

The primary objectives of the irradiation campaign were to

(Mueller et al., 1962) determine the swelling rates and

temperature dependence of swelling across the temperature

range of 250–500°C and (Bleiberg, Eichenberg, Fillnow, Jones)

evaluate changes in microstructure across the same range with

particular attention to any γ-U degradation. The resulting data

will be used to improve U-Mo irradiation models within the

250–500°C temperature range of interest in this work.

2 Materials and equipment

2.1 Fuel materials

Two batches each of two different U-Mo sample

concentrations, 10 and 17 wt % Mo, were fabricated at Idaho

National Laboratory (INL). Samples were created by mixing

depleted and highly enriched U and arc-melting Mo chips

from a 99.95% pure, .25 mm-thick foil from Alfa Aesar.

Typical U total feedstock metal impurity was under

500 wppm. Each sample was arc-melted three times to ensure

uniformity and then cast into 5 mm diameter rods, which were

lathe-machined to a 3 mm diameter. Melting was completed with

a Cu-cooled hearth and split block for the rod formation. Each
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rod was then cut into .7–.9 mm disks vis electro-discharge

machining. All U feedstocks were enriched with 1.22–1.24%
235U. The two U-10Mo batches, U -10Mo 2002 and U-10Mo

2003, contained 9.99 wt % total Mo. The two U-17Mo batches,

U-17Mo 2004 and U-17Mo 2005, contained 16.8 wt % total Mo.

Finally, samples were transported to ORNL for characterization

and assembly of the irradiation test.

2.2 Irradiation experimental setup

Three sets of U-Mo samples are being irradiated in the

High Flux Isotope Reactor (HFIR) using the MiniFuel

irradiation tool developed in (Petrie et al., 2019). Figure 1

shows a schematic of the HFIR core and MiniFuel Assembly.

HFIR contains a variety of target loading positions that can be

used to achieve a variety of goals, depending on required flux,

specimen size, neutron energy, and so on. The MiniFuel

system was designed for insertion into the Inner Small

Vertical Experimental Facility (VXF) target position, which

is indicated with an arrow and label at the top of the HFIR

schematic in Figure 1 and has an approximate thermal neutron

flux of about 5 × 1014 cm−2 s−1 (Petrie et al., 2019). In this work,

three of the nine available target positions in the MiniFuel

were loaded with three different target assemblies, each of

which contained six U-Mo disks in separate capsules, as shown

in Figure 1. Specific positions of each were chosen to achieve

the desired irradiation conditions provided in Table 1. The

intended doses were achieved by removing each target

assembly after the appropriate number of HFIR cycles.

FIGURE 1
Schematic of HFIR core and MiniFuel assembly relevant to this U-Mo irradiation. The MiniFuel assembly was inserted in the Inner Small VXF
target position, as indicated. Adapted with permission from Petrie et al. (Petrie et al., 2019).

TABLE 1 HFIR MiniFuel irradiation conditions.

Composition Target
temperature (°C)

Expected initial
temperature (°C)

Burnup after 2, 4, and 8 cycles

Fissions/initial metal atom (%
FIMA)

Fissions density
(1020 cm−3)

U-10Mo 250 310 .88, 1.8, 3.5 3.4, 6.8, 14

U-10Mo 350 357 .66, 1.3, 2.6 2.6, 5.2, 10

U-10Mo 450 453 .74, 1.5, 3.0 3.0, 6.0, 12

U-10Mo 500 503 .80, 1.6, 3.2 3.2, 6.4, 13

U-17Mo 350 348 .58, 1.2, 2.3 2.2, 4.4, 8.8

U-17Mo 250 253 .50, 1.0, 2.0 1.9, 3.8, 7.7
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Each target contained six U-Mo capsules. Each capsule, per

Figure 1, was loaded with the fuel disk specimen seated in a pureMo

disk holder, with approximately 400 µm of free space between the

top of the holder and fuel disk (the exact amount depended on the

exact height on each holder). Above this, a SiC rod was inserted for

PIE thermometry. Following irradiation, the SiC rods will be

evaluated by dilatometry in order to infer the irradiation

temperatures (Field et al., 2019). The SiC thermometer was

further surrounded by a Mo tube, which acted as a filler between

the cup and the surrounding capsule housing and held the SiC rod in

place. As the final step in capsule assembly, capsules were evacuated

and refilled with ultra-high purityHe to atmospheric pressure before

the capsule was welded shut.

Three different burnups were selected at nominal fission

densities of 3, 6, and 12 × 1020 cm−3. In HFIR, these burnups can

be achieved after two, four, and eight HFIR cycles, after which the

corresponding target assembly will be unloaded from the reactor. A

total of 18 samples were irradiated. The choice of 235U enrichment

near 1% enables near-uniform burnup and fuel temperature over

time in the MiniFuel irradiation assembly within HFIR. This was

achieved by the 235U driving fission early in the fuel life and gradually

being replaced by 239Pu, which dominates fission after several cycles

(Petrie et al., 2019). While enrichments under 1% 235U initially were

found by Petrie et al. to burn slowly in the first few cycles of the

irradiation, until sufficient 239Pu had built up to achieve an even burn

rate, initial enrichment above 1% 235U was reported to result in

initially rapid burnup until a lower steady state burnwas achieved. In

the present U-Mo irradiation, as-irradiated MNCP calculations

from the low burnup samples (nominally .8% FIMA and fission

density of 3 × 1020 cm−3) are shown in Supplementary Figure S1 and

reveal about 5–10% variation in the average fission rate over the 52-

day irradiation, consistent with the intent of uniform fission rate in

the present irradiation work.

Target temperatures were established to cover the range of

interest from 250–500°C. As shown in Table 1, most samples

were expected to meet the target temperatures within a few

degrees, based on MCNP simulations. The 250°C U-10Mo

irradiation is expected to have an initial irradiation

temperature 60°C higher than the target due to the amount of

U loading, which elevated the initial fission heating at beginning

of irradiation above the steady state fission heating. The 250°C U-

17Mo samples have a lower loading due to higher Mo content,

which enables them to approximately achieve the low 250°C

temperature. However, the higher Mo content does reduce the

burn up accumulation rate compared to the U-10Mo samples but

also leads to the U-17Mo sample being predicted to have lower

overall burn up than the corresponding U-10Mo samples.

2.3 Characterization tools and plan

Characterization tools leveraged for this work measure

dimensions, obtain x-ray diffraction patterns, perform

microscopy, collect nanomechanical data, and collect gas

release data. The following is a list of the tools used in this

work and planned for the additional outlined work.

• Mettler Toledo XP504 balance to measure mass

• Mitotuyi CD-6″ PMX Digital Caliper to measure initial

sample diameter

• Starrett Digital Indicator F2720-0 to measure sample

thickness

• Keyence VR-5000Wide-Area 3DMeasurement System for

3D sample profile

• Customized laser profiling tool to determine

postirradiation sample size

• Customized gas collection apparatus

• Xradia MicroXCT-400 for x-ray computed tomography

(XCT) measurements

• The BISON Simulation package from 7 May 2021 (Git

commit e70e8dd770467202109454f8cb1458cf27b60308)

to estimate swelling and fission gas release (FGR)

• Bruker D2-Phaser second Generation x-ray diffraction

system

• NanoMechanics Inc. InSEM nanoindentation system with

an Inforce 1,000 actuator

• TESCANMIRA3 scanning electronmicroscope (SEM) with

an Oxford UltimMax energy dispersive spectrometer (EDS)

• Thermo Fisher Scios 2 DualBeam SEM/focused ion beam

(FIB) for imaging, liftout creation, and Slice-and-View;

electron backscatter diffraction (EBSD) was conducted

using an EDAX Velocity system

• FEI Talos F200X S/TEM for transmission electron

microscopy (TEM)

3 Methods

3.1 Preirradiation characterization

As-received samples were measured using calipers, the

Keyence system, and the laser profilometry system and were

then weighed. Crystal structure was determined using XRD.

Samples were prepared for XRD by adding a 640 d-Si powder

standard traceable to the National Institute of Standards and

Technology to the top of each sample to enable sample height

correction. Kapton tape was added to the sample surface to

control contamination. Scans were collected from 20° to 120°

2θ with a step size of .002° 2θ and a dwell time of .2 s per

step. The program GSAS-II was used to evaluate the spectra

via standard Reitveld refinement (McCusker et al., 1999).

Reference crystal structures were sourced from the

Inorganic Crystal Structure Database numbers 653371 (γ-
U) (Besson et al., 1965), 236070 (γ-U) (Chakraborty et al.,

2015), 236071 (U2Mo) (Chakraborty et al., 2015), and 43419

(α-U) (Mueller et al., 1962).
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Microstructure was evaluated with 20 keV imaging using

backscatter electron (BSE) and secondary electron (SE) detectors,

and EDS surface mapping was used to determine chemical

composition. EBSD was performed to determine grain

structure using a 30 keV beam. After collection, data were

analyzed via the EDAX Orientation Imaging Microscopy

software (version 8.1.0). Cleaning was accomplished by

removing pixels with a <.1 confidence index followed by grain

dilation. Per ASTM E2627 (ASTME, 2019), grain dilation was

limited to <10% of indexed points.

FIB liftouts were taken by depositing a Pt cap on the target

surface, cutting a FIB trench at 30 keV and 15 nA, followed by

cleaning and undercutting at 3–7 nA. Liftouts were loaded on Cu

grids and thinned at 30 keV from 1 to .3 nA with final thinning at

16 and 8 keV and cleaning at 5 and 2 keV. Subsequent TEM was

performed with bright field (BF), dark field (DF), and high angle

annular DF (HAADF) imaging, along with TEM-EDS on select

areas.

Slice-and-Viewwas performed using the ThermoScientific Auto

Slice and View 4 (version 4.1.1.1582). A 2 μmPt cap was deposited

on the target area. A 30 × 20 µm trench was cut in front of the area,

and a 7–10 µm trench was cut into one side of the sample. To avoid

shadowing effects, a larger 50 × 30 µm trench was cut on the other

side of the target area in the direction of the SE detector. The target

area skirt was cleaned at 30 keV and 7–3 nA. Final cleaning was

performed at .3 nA on the cut surface. Slices were conducted at

30 keV and .3 nA in a 25 nm section across the target area. After

each slice, a high-contrast SE image was taken.

After slicing, the images were tilt-corrected and segmented

using a customized MATLAB script similar to scripts used in

another work (McKinney et al., 2020). One region of interest in the

center of the sample was selected, and cropped data were filtered to

reduce noise and improve contrast. First, each image was adjusted

based on the local average brightness with the image stack. Second,

a Wiener filter was applied for noise reduction followed by a Local

Laplacian filter, which removed low-magnitude edges and image

sharpening with unsharp masking. After filtering, defects were

segmented based on user-selected values. All defects smaller than

27 pixels were eliminated, and the remaining defects weremodified

by morphological closing to minimize segmentation-induced

errors, such as small gaps and holes. Finally, the identified

defects were manually reviewed and classified as pores,

precipitates, or misidentified regions, and full geometric details

of the defects were exported to evaluate the local density of

precipitates and pores.

Nanoindentation was performed via the InSEM indentation

system by using a Berkovich diamond tip that had a 65.3° angle.

Samples were mounted to a standard SEM stub using Ag paste

(Ted Pella #16062) to secure the sample to the stub. The paste

was applied to the sides of the sample to ensure metal-to-metal

contact between the sample and stub. A SiO2 standard was

indented 20 times at an indent depth of up to 1 µm to

calibrate the tip area and frame stiffness using a maximum

load of 500 mN and a strain rate of .2/s. U-Mo samples were

also indented 20 times with the same parameters as the standard

tests, choosing areas that were free from bulk porosity.

Indentations were spaced at least 10 times the indentation

depth apart to avoid the strain field of previous indents. Data

were analyzed using the InView analysis software with a Poisson

ratio of .33 (Waldron et al., 1958; Newell et al., 2017; Hu and

Beeler, 2021).

3.2 BISON model of irradiation effects

3.2.1 BISON description
Thermomechanical fuel performance simulations of the U-

10Mo disks were performed using the fuel performance code

BISON (Williamson et al., 2021). BISON is maintained at INL

and is under development at a wide variety of US institutions

(Williamson et al., 2021). BISON is most often used to model

UO2 fuels in light-water reactors but includes capabilities to

model a wide array of fuel forms and reactor types, including

U-Zr-based fuels for sodium-cooled fast reactors (Greenquist

et al., 2021a; Greenquist and Powers, 2021) and tristructural

isotropic fuels (Schappel et al., 2020). BISON’s open architecture

enables it to model a wide array of materials, conditions, and

geometries, including MiniFuel disks (Cheniour et al., 2022).

3.2.2 BISON model for U-Mo
BISON solves a series of differential equations that govern

temperature and strain. These are coupled to a variety of nuclear

fuel-specific models for physical behaviors and materials

properties (Williamson et al., 2021). Accurate predictions rely

on accurate material-specific models and parameters. In some

cases, these materials-specific inputs are constants that can be

easily inserted into existing models. In other cases, a new model

must be implemented for each material. Several such U-10Mo-

specific models were needed for this work, including equations

for thermal conductivity and specific heat, models for thermal

expansion, fission gas production and swelling, solid fission

product swelling, FGR, and creep. The necessary equations for

thermal conductivity and specific heat were already included in

BISON, along with a creep model. Models for U-10Mo fission gas

production, swelling, release, and solid fission product swelling

were not included in BISON. These models needed to be added to

BISON before the MiniFuel disks could be modeled.

The coefficient of thermal expansion for U-10Mo is a linear

function of temperature based on a correlation by Rest et al. (Rest

et al., 2006):

α � 7.91 × 10−6 + 1.21 × 10−8T (1)

where is the coefficient of thermal expansion (K−1), and T is the

temperature (K). This can be integrated from a reference

temperature, T0, to calculate the thermal expansion

strain, (ΔV/V0)T:
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ΔV
V0

( )
T

� 7.91 × 10−6 T − T0( ) + 6.05 × 10−9 T2 − T2
0( ). (2)

This correlation is valid in the temperature range of

298–873 K.

Empirical correlations for solid and gaseous fission product

swelling in monolithic fuel were also developed in Rest et al. (Rest

et al., 2006). Solid fission product swelling follows the linear

function

ΔV
V0

( )
S

� 3.5 × 10−21F (3)

where (ΔV/V0)S is the solid fission product swelling strain, and F
is the fission density (fissions/cm−3). The gaseous fission product

swelling strain follows the piecewise function

ΔV
V0

( )
G

�
1.8 × 10−23F, F≤ 3 × 1021

0.054 + 2.1 × 10−23 F − 3 × 1021( )
+ 0.43 × 10−44 F − 3 × 1021( )2 , F> 3 × 1021

⎧⎪⎨⎪⎩
(4)

where (ΔV/V0)G is the gaseous fission product swelling

strain. This correlation was developed from data with fission

densities up to approximately 65 × 1020 fissions/cm−3. The

total swelling strain is the sum of the thermal expansion, solid

fission product swelling, and gaseous fission product swelling

strains.

Constant mechanical values were inserted into existing BISON

solid mechanics models, including the Young’s modulus (84 GPa)

(Rest et al., 2006) and Poisson ratio (.35) (Ozaltun et al., 2011).

Although the Young’s modulus used for BISON simulations is

several gigapascals lower than measured for the actual

preirradiated fuel (Section 4.1.3), the variation is not expected to

change the results because of themathematics relevant to the present

simulations. No FGRmodel for U-10Mo was found in the literature

or among existing BISON models. Therefore, a U-Zr model was

used as an approximation (Greenquist et al., 2021a).

3.2.3 Disk simulation parameters
The disks were represented with an axisymmetric 2D-RZ

mesh. This mesh was much more computationally efficient than

a full 3D mesh and was not expected to affect accuracy because

no azimuthal variations were expected. Additionally, no

mechanical or chemical interactions were assumed to be with

the sample holders or other materials. Per Figure 1 and Section

2.2, no mechanical interactions are expected between the fuel and

any component of the capsule, except for the fuel holder, on

which the fuel rests without pressure. If swelling exceeds ~50%

for any of the samples, somemechanical interactions are possible.

However, swelling of that magnitude is not expected, per Section

4.4.2. The mesh had 40 radial elements and 20 axial elements.

The number of elements was selected based on a mesh

refinement study (Greenquist et al., 2021b).

The governing variables for the BISON simulation included

temperature, axial displacement, and radial displacement. The

boundary conditions included a zero-flux temperature condition

at the axial line of symmetry and set temperatures at the outer

surfaces of the disks. The axial displacements were set to 0 at the

disk bottom, and the radial displacements were set to 0 at the

axial line of symmetry. The initial conditions were a constant

temperature of 295 K and had 0 displacements. The stress-free

temperature, T0, was also set to 295 K.

The surface temperatures were determined from the expected

average temperatures and fission rates as determined by MCNP,

by running test simulations in the design space and developing a

bilinear correlation between surface temperature, fission rate,

and the average temperature. Coolant was not explicitly modeled,

but surface temperatures were iteratively set until the MCNP-

calculated average fuel temperatures were achieved by the

simulation. The correlation is:

Tavg � 0.999TS − 8.563 × 10−23TS
_F + 1.12 × 10−19 _F + 0.0505

(5)
where TS is the surface temperature (K), Tavg is the average

temperature (K), and _F is the fission rate density (fissions/

m−3 s−1).

3.3 Postirradiation examination methods

3.3.1 Gas puncture
Fission gas release (FGR) is critically important in assessing

fuel performance. During irradiation, all released gases are

captured within the MiniFuel capsule itself, which was welded

shut prior to reactor insertion. Therefore, the FGR of a MiniFuel

sample is evaluated by measuring the 85Kr fission gas present in

the free gas volume of the capsule by puncture of the capsule into

a closed gas collection system followed by He flushing. The

method for puncturing all MiniFuel subcapsules and

determining the fission gas released was documented

elsewhere (Raftery et al., 2018) and a schematic of the gas

puncture system is shown in Supplementary Figure S2. The

system was designed specifically to puncture MiniFuel

capsules and carry the released fission gas to cold traps for

collection and subsequent detection. The puncture system

comprises a unit located inside the hot cells and a unit

located outside the hot cells. The fuel subcapsule is punctured

in the hot cell using the puncture unit (Supplemental Figure S2),

which is the only part of the setup located inside the hot cell

during the experiment. The out-of-cell components include a

series of control valves, a digital pressure transducer, cold traps,

an expansion chamber, a sample bottle, a vacuum pump, and a

gas supply to control the pressure in the system. Various

configurations of this system are used to calculate system
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volume, capsule plenum volume, and capsule pressure, as well as

to collect fission gases from the capsule.

3.3.1.1 Measuring fission gas release

The FGR of all MiniFuel samples will be evaluated by

measuring the fission gas present in the free gas volume of

each capsule. The fission gases from a subcapsule will be

collected via a He sweep gas, which will be flowed through a

liquid N-cooled charcoal trap system. Typically, two traps in

series are used during this process: the first upstream trap serves

as the main fission gas trap, and the second serves as the backup

trap so that any breakthrough or leakage through the first trap is

noticed and captured. After gas collection, the traps are

disconnected from the puncture system and placed in a Ge

detector. A high-purity Ge detector system calibrated by a

special form source designed to mimic a trap will be used to

perform gamma counting of the traps. The activity of the 85Kr can

be calculated using Eq. 6 in which the released 85Kr activity

(ArKr85) is equal to the difference in the total count (Ctot) and the

background counts (Cbkgr) divided by the product of the

branching ratio (BR) of 85Kr, the detector efficiency (ε), and
the counting time (t). In practice, activities as low as .05 µCi have

been detectable with this system.

ArKr85 � Ctot − Cbkgr

BR × ε × t
(6)

The FGR of the fuel can then be calculated using the 85Kr

source term (AKr85) calculated during the simulation of fuel burn

up over the irradiation cycles and the measured 85Kr released

activity, as shown in Eq. 7:

FGR � ArKr85

AKr85
(7)

To minimize uncertainty during the puncture experiments,

the system is checked for leaks before every measurement, and

the traps are checked to ensure that no 85Kr remains from

previous experiments. The traps are also checked for plugging

before puncturing the capsule.

3.3.1.2 Measuring subcapsule pressure

The MiniFuel puncture system was designed based on the

design for puncturing fuel-length commercially irradiated rods to

measure plenum volume and rod pressure (Raftery et al., 2018).

Therefore, the pressure inside the subcapsule before puncture

and the plenum volume can be calculated using the puncture

system. However, with the current setup, the void volume in the

MiniFuel subcapsule is very small compared with the volume of

the puncture system, leading to high uncertainties in subcapsule

pressure calculation compared to those typical of a larger integral

fuel irradiation test (Raftery et al., 2018). The internal volume of

the piping and valves might be able to be reduced to a minimum

value so that the subcapsule plenum volume is more comparable

to the isolated system free volume, allowing a measurement with

less uncertainty to be made. Although this pressure measurement

would be useful as additional data on the irradiation behavior of

the fuel, it is unnecessary to estimate the FGR. Also, the pressure

rise after puncturing can be used to provide a qualitative

indication that the subcapsule welds did not fail during

irradiation or postirradiation handling before puncturing

(Raftery et al., 2018; Harp et al., 2021).

3.3.2 Dimensional analysis
Evaluation of swelling/density change is a primary

motivation for the experiment. Density of samples of the

geometry used for the MiniFuel irradiation can be

accomplished through many means for unirradiated

materials, but considerations inherent to irradiated fuel

drove development of methods amenable to irradiated

nuclear fuels examined in a hot cell environment.

Dimensional analysis on postirradiation specimens will be

conducted by XCT and laser profilometry. XCT has the

advantage of providing a full 3D view of the sample but is

significantly more time consuming for high-attenuation

samples, such as U-Mo. In this work, XCT was performed

similarly to postirradiation examination samples, as described

in this section, and a Xradia MicroXCT-400 unit was loaded

with a W sample (nominally .3 mm thick disk with a 3 mm

diameter).

Four sets of scans were collected with different total frame

counts (400 and 800) and dwell times (4 and 8 s/frame). Frames

were collected over a 180° span to enable a full 3D sample

reconstruction. After collection, 3D intensity maps were

evaluated using a custom MATLAB script to standardize the

image segmentation process. Filtering and morphological

operations were performed for noise reduction and to

improve edge sharpness. Initially, Otsu’s method (Kittler and

Illingworth, 1985) was used for thresholding, and this method

was later refined interactively with the user. Next, the image was

segmented in voxel groups, which were each assigned their own

material. Morphological operations based on the sample’s

cylindrical geometry were performed to improve the

segmentation. Finally, physical dimensions were assigned

based on known image size.

The second method of dimensional analysis uses a custom

laser profilometry system that comprises two Keyence CL-

P030 fiber-optic laser sensors and a ThorLabs

MCM3000 mechanical stage, as illustrated in Figure 2A.

The CL-P030 sensors have a height precision of .94 µm and

a spot size of 38 µm. The process diagram in Figure 2 shows the

method by which pre- and postirradiation measurements were

conducted. First, data were collected over a field of view large

enough to capture the complete specimen. These data were

then imported and filtered to remove background and edge

effects, which can be visualized in Figure 2B. Finally, using the

convex hull approach, the minimum enclosing volume was

computed, as shown in Figure 2C. Using two coincident lasers
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allows direct thickness to be measured without assumptions

intrinsic to the caliper or depth-microscopy techniques.

Primary uncertainties involve resolution (i.e., edge effects

due to XY step resolution and laser spot size), data filtering,

and volume rendering algorithms.

3.3.3 Microscopy
Following irradiation, several microscopy features are of

interest: (Mueller et al., 1962): changes in preirradiation

dendritic bands of variable Mo concentration (Section 4.1.5),

(Bleiberg et al., 2019), the development of precipitate structures,

(Hofman et al., 1998), alterations in grain boundary structure,

(Rest et al., 2006), the formation of gas bubbles, and (Dwight,

1960) phase decomposition. General microscopy will be

performed using the Thermofisher Scios SEM with imaging

conditions similar to those in Section 3.1. SE and BSE

imaging will be used to preliminarily assess each of the

aforementioned features, where possible. If dendritic bands

(Section 4.1.5) are present after irradiation, they will be

quantified using EDS. Precipitates and nucleation of α and/or

γ’ U will be observed, where visible. Like in this work, Slice-and-

View will be used to partially quantify voids and precipitates in

select samples, based on other observations. EBSD and XRD will

be used to identify any changes in crystal and grain boundary

structure more generally.

Following these larger examinations, FIB liftouts will be

taken from relevant samples and examined with TEM using

the FEI Talos S/TEM. The primary goals of this examination will

be to (Mueller et al., 1962) identify nanoscale nucleation of non-

cubic-U if none is observed by other means, (Bleiberg et al.,

2019), examine observed precipitate structures, and (Hofman

et al., 1998) evaluate the presence and content of nanoscale gas

bubbles.

4 Results and discussion

4.1 Preirradiation characterization

4.1.1 Laser profilometry height and uncertainty
evaluation

Thickness maps for the 18 U-Mo MiniFuel disks are

presented in Figure 3 and normalized to the same color scale.

These maps show significant specimen-to-specimen variations in

maximum thickness while also highlighting significant variations

in thickness within each specimen. These variations become

paramount when estimating pre- and postirradiation volumes.

Volumes of each specimen can be computed in two different

ways. First, the volume can be estimated using a convex hull

approach whereby the volume of the smallest volume containing

the point cloud is calculated. The second way that this volume

can be calculated by generating a 2D finite element mesh across

all XY points extruded over each point thickness. The difference

between these two methods is usually small (i.e., less than 5%),

and the first method provides slightly higher values because of

the nature of the convex hull approach. Regardless of the

aforementioned method, the average difference between

caliper-based volume measurements and the high-fidelity laser

profilometry measurements ranges from 8 to 13% for these

18 disks, which is a non-trivial error when attempting to

discern dimensional changes during postirradiation

examination.

Errors in the laser-profilometry approach are primarily

attributed to the precision achievable for the XY stage.

Figure 4 shows this in two different ways by analyzing a

.5 mm steel gauge block procured from Mitutoyo.

Theoretically, a gauge block should be a smooth standard

with constant thickness (published uncertainty .03 μm at room

FIGURE 2
Process diagram for laser profilometry measurements (A) dual-laser data acquisition across MiniFuel disk specimen, (B) data import and
visualization, and (C) volume rendering.
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temperature). Practically, however, the laser profilometry

system can capture local thickness variations across the

gauge block. These variations are on the order of only a few

micrometers, but scans using a step size of 25 (Figure 4A) and

100 µm (Figure 4B) can resolve these nuanced thickness

gradients across the gauge block surface. This shows the

high accuracy of the laser system. Conversely, five

consecutive scans of the same area are compared as

thickness histograms in Figure 4C. The average thickness of

these five scans is approximately 498 µm with a standard

deviation of 320 nm, but each sequential scan shows a trend

for decreasing average thickness. This trend is due to a slight

hysteresis in stage position caused by a lack of precision

translating encoder values to dimensional translations. The

result is a slight change in the center of the field of view

during repeated scans, which leads to a slight change in

average thickness. This phenomenon is less concerning for

single scans with a small step size than for scans with large

jumps in XY coordinates. By understanding and controlling

these stage artifacts, laser-based dimensional measurements

can significantly improve postirradiation volume

measurements. Because these gauge blocks are used for

calibration, the uncertainty associated with the laser profiling

system is estimated to be 3 µm. Compared to the 700–900 µm

heights of the sample, a 3 µm uncertainty results in <.5% overall

height error for the present samples. For a cubic, γ-U, crystal,
the swelling is isotropic and thus swelling can be measured

either with full volume change, or, with only height change

following irradiation.

4.1.2 Sample density and defect concentration
Bulk density measured against theoretical density was used to

determine overall sample porosity. Local porosity and precipitate

density were calculated based on the Slice-and-View results.

Theoretical density was estimated based on a rule of mixtures

(Rest et al., 2006):

FIGURE 3
Color maps of specimen thickness for 18 U-Mo MiniFuel samples as measured by the laser profilometry method.
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ρU−Motheory
� 1 −X( )ρU +XρMo (8)

where ρi is the density of i, and X is the molar fraction of Mo.

(MEYER et al., 2014) yields ρU−10Motheory
� 17.2 ± 0.2 g/cm3 and

ρU−17Motheory
� 16.1 ± 0.2 g/cm3. Experimental geometric sample

density, ρU−Mo exp
, was measured using sample height and width

coming from both the Keyence Macroscope and the caliper

measurement method. Errors were analyzed by the Monte

Carlo method to propagate the errors from each measurement

when taking the average (Anderson, 1976). The relevant Python

code can be found in the supplementary material. Porosity and

bulk geometric density are shown for each sample batch in

Table 2.

Density and porosity were both similar for samples with

identical concentration, indicating good repeatability between

batches; this was also shown by XRD and microscopy

observations. Additionally, the samples were small enough

that caliper error was significant and led to larger errors than

those estimated using the Keyence Macroscope. The Keyence

Macroscope data further resulted in estimates that were within

one standard deviation of the Caliper values and resulted in lower

error values. As a result, the Keyence-derived data are presumed

to be more useful for the purposes of swelling evaluation, as

discussed in Section 4.4.2.

Bulk porosity is contributed to by large, sometimes

interconnected voids, as well as by much smaller voids. Slice-

and-View data were used to quantify nanoscale precipitates

(Section 4.1.5), as well as more localized pores. The result of

this local defect evaluation is shown in Table 3 for one Slice-and-

View operation on U-10Mo from the 2003 batch. Four different

properties for both pores and precipitates are shown in Table 3

the percent of the Slice-and-View block composed of the pores/

precipitates; the minimum, average, and maximum volume of

each defect; and average aspect ratio and sphericity. Aspect ratio

was computed as the maximum principle axis divided by the

minimum principle axis, and sphericity was computed as the true

FIGURE 4
Demonstration of laser profilometry system precision and repeatability on a .5 mmgauge block. Colormaps of laser scans on a 4 × 4 mm region
are taken using a step size of (A) 25 µm and (B) 100 µm. Furthermore, consecutive scans of the same area using 100 µm step sizes are shown in (C) as
scan-to-scan variation in thickness measurements.
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surface area divided by the surface area of a perfect sphere with

the same volume (Wadell, 1932). Pores comprised much more of

the local volume and were either small, <.005 µm3 spheres or

larger voids. The larger voids comprised nearly the entirety of the

porosity and were less spherical. In contrast, precipitates were

more numerous, smaller, and more elongated on average than

the voids. Because of the local nature of the Slice-and-View

operation, the results in Table 3 may not be characteristic of the

distribution of pores and precipitates throughout all samples.

However, these results are consistent with the general

microscopy of the samples. The geometry of each identified

defect is provided in the Supplementary Table S1.

Both types of porosity as well as precipitate defects are likely

to influence the irradiation performance of the U-Mo alloys

compared to defect-free alloys. Precipitates are expected to have

two primary effects. First, both U-10Mo and U-17Mo are

anticipated to remain in the meta-stable γ-U crystal structure

as a consequence of ballistic mixing during irradiation (Lu et al.,

2021). However, if any phase decomposition into α- and/or γ′-U
does occur, the numerous nano-scale precipitate defects in the

alloys can serve as crystal nucleation points (Hofman et al., 1998;

Neogy et al., 2012). If ballistic mixing and fission recoil are

insufficient redissolve any nucleated crystals, the presence of the

as-cast defects may lead to early-onset phase decomposition. PIE

will focus on identifying any such decomposition. Second, the

interface between precipitates and the bulk matrix is a likely

surface on which larger voids may nucleate and recrystallization

may begin from (Rest et al., 2006; Kim and Hofman, 2011;

MEYER et al., 2014). During the initial low-swelling regime,

precipitate interfaces may not have much of an effect as most of

the gas will be trapped in nano-bubbles within the matrix.

However, as gases diffuse, precipitate surfaces will act as a

non-grain boundary sink leading to higher overall bubble

density with lower average bubble size than in a precipitate-

free sample. Similarly, the pre-existing precipitates can act as

nucleation points for grain recrystallization, leading to a lower

overall fission density recrystallization threshold (Rest, 2005;

Kim et al., 2013; Hu et al., 2016). As with precipitates, the

local, non-interconnected voids will act as high-efficiency gas

sinks as gases diffuse from nanobubbles. Because these voids do

not initially have gas inside them, they have a small impact in

reducing initial swelling until internal pressure becomes large

enough to cause swelling. However, the total initial void porosity

was so small (.4%), that this effect is unlikely to be noticeable in

the final swelling data. Large, interconnected voids, on the other

hand, have the potential to impact some of the results in certain

samples. Because of the casting method used in this work,

porosity was widely distributed across all samples, as shown

in Table 2, with most porosity being concentrated into the larger

voids. This is shown in Section 4.1.5. Such voids, if exposed to a

surface, have the potential to be gas release conduits. PIE will

identify any such gas release by gas puncture of the capsules and

correlate it to exposed interconnected voids, which only reached

the surface of some of the samples.

4.1.3 X-ray diffraction
Despite the small fraction of overall precipitates, XRD

examination of the four as-received U-Mo samples, reported in

Figure 5, reveal only µ-U in the bulk of the matrix. Figure 5A shows

the raw XRD patterns for each sample, along with peak locations for

the Si standard (pentagons) and literature values for γ-U (triangles).

The large background at low 2θ is the result of the Kapton tape. All

TABLE 2 Sample geometric density and bulk porosity based on sample dimensions measured by calipers and the Keyence Macroscope.

Sample name Sample density (g/cm3) measured by Bulk porosity (%) measured by

Caliper Keyence Caliper Keyence

UMo-2002 17.0 ± 0.7 16.7 ± 0.1 1.2 ± 4.1 2.5 ± 1.3

UMo-2003 17.0 ± 0.6 16.7 ± 0.1 .8 ± 3.4 2.5 ± 1.3

UMo-2004 16.2 ± 0.7 15.9 ± 0.2 −.4 ± 4.3 1.7 ± 1.4

UMo-2005 15.8 ± 0.8 15.8 ± 0.2 2.1 ± 4.8 2.2 ± 1.4

TABLE 3 Local porosity and precipitate characteristics, as determined by data from Slice-and-View operations.

Property Pores Precipitates

Percent total local volume 0.4 0.2

Minimum, average, maximum, volume (µm3) .002, .19, 2.5 .002, .041, .14

Average aspect ratio 3 ± 2 4 ± 2

Average sphericity .7 ± 0.2 .6 ± 0.1
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peaks not associated with the Kapton or Si standard were found to

correspond to γ-U with no evidence of either γ′-U2Mo (relevant to

the U-17Mo samples), α-U or other impurity phases. Furthermore,

no differences were observed between samples of identical

concentration, indicating good repeatability. While this result

does confirm that the major component of the U-Mo alloys is γ-
U, it is primarily a bulkmeasurement. Extremely small crystals, such

as the nanoprecipitates discovered by Slice-and-View, will often not

generate a sufficient signal to be detected by a benchtop XRD

instrument.

Rietveld-refinement produced lattice parameters for each

sample, which are shown in Figure 5B as a function of atomic

Mo content. The derived lattice parameters were found to be

consistent for samples of identical concentration. Fitting with

linear regression resulted in the black line per (Waldron et al.,

1958),

a � 0.352 − 3.62 × 10−4 X, (9)

where a is in nanometers, and X is the atomic fraction of Mo. A

second regression from Dwight (Dwight, 1960) is shown in

dashed lines. (Waldron et al., 1958) results in lattice

parameters that are approximately .7–.9% larger than the

regression from Dwight (Dwight, 1960). This statistically

significant result is postulated to be the result of lattice

straining due to the incomplete homogenization (i.e., dendritic

bands of varying concentration) observed in Section 4.1.5.

Evidence of straining can be seen directly in Figure 5 in which

the γ-U peaks are broad in both U-10Mo and U-17Mo patterns;

the U-17Mo samples produced the most significantly broadened

peaks. As discussed in Section 4.1.5, this lattice strain may be

related to dendritic bands distributed across the samples. These

bands were composed of U-Mo where each band represented

FIGURE 5
(A) XRD spectra for each of the four batches of U-Mo alloys, and (B) lattice parameters calculated from (A) using Rietveld refinement. Each curve
in (A) is labeled with the relevant sample name and overlaid with the γ-U and Si standard peak locations. In (B), calculated parameters are given as a
function of Mo content in atom percent. In both concentrations, both batches overlap one another, but the points can be discerned upon close
inspection.
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either slight enrichment or slight depletion in Mo content,

compared to the bulk. Considering the lattice shrinkage rate

from Dwight (Dwight, 1960), there is an approximate lattice

mismatch of 2.3 × 10−3 nm (U-10Mo) and 3.2 × 10−3 nm (U-

17Mo) across the variable Mo concentration bands. This lattice

mismatch may result in overall straining across the interface that

is on the order of .7–.9%. Although the estimated strain will not

be uniform over the entire sample given the micrometer-sized

width of the dendrites, the similarity to the observed straining of

the lattice by XRD suggests that the dendritic bands may be

responsible for the lattice strain.

4.1.4 Mechanical properties
The modulus and hardness of each sample were also

examined with nanoindentation after calibrating the frame

stiffness and tip area using a SiO2 standard. After calibration

and below 200 nm, the SiO2 data were noisy, whereas above

200 nm, they converged to calibration values. The

supplementary material provides more information on the

raw SiO2 indentation curves (Supplementary Figure S3). The

U-Mo reference samples were then indented using the same

configuration as the SiO2 standard. Initial values between

200 and 400 nm depths were more variable than the SiO2

standard, and bulk values were not achieved until

approximately 900–1,000 nm indent depths. This behavior

was attributed to the various defects in the sample,

particularly the precipitates, which will be more impactful

at low indent depths where the stress field from the small

defects affect a comparatively small tip area. All useful indent

curves for each sample type were averaged from 900 to

1,000 nm, and the results are shown in Figure 6A for

hardness and Figure 6B for modulus.

Elastic modulus and hardness in the bulk were found to be

134 ± 13 GPa and 6.3 ± .8 GPa, respectively, for U-17Mo. U-

10Mo was found to have a modulus of 104 ± 5 GPa and a

hardness of 4.5 ± .1 GPa. Literature values report U-10Mo

modulus on the order of 80–100 GPa (Waldron et al., 1958;

Gates et al., 2019; Rest et al., 2006; Newell et al., 2017). The

present properties are at the upper limit of the range of modulus

found in literature for U-10Mo samples (Waldron et al., 1958;

Gates et al., 2019; Newell et al., 2017). It is possible that normal

scatter in the literature data related to instrumentation, sample

fabrication methods, or other errors may generally account for

the higher range of the data. However, some of the higher range is

expected to be caused by the impact of the numerous nano-scale

precipitates within the matrix. These strengthened the material

and led to the reported data instability at low depths that required

using indents from 900 to 1,000 nm for bulk value reporting.

4.1.5 Electron microscopy
Finally, electron microscopy, consisting of SEM, EDS, and

TEM, was used to confirm several observations from foregoing

sections and add additional insight into the as-cast samples.

Representative SEM BSE images of all four batches of U-Mo

castings are shown in Figure 7. The left column—Figures 7A, C,

E, G—contains low-magnification images, and the right

column—Figures 7B, D, F, H—contains higher magnification

images. Figures 7A, B show images from U-10Mo 2002. Figures

7C, D show images from U-10Mo 2003. Figures 7E, F show

images from U-17Mo 2004. Finally, Figures 7G, H show images

from U-17Mo 2005. Figure 7 shows a high degree of similarity

between samples of identical concentration; U-10Mo 2002 and

U-10Mo 2003 are similar, and U-17Mo 2004 and U-17Mo

2005 are similar. This indicates good sample reproducibility

via this arc-casting method. All samples showed a varying

degree of localized defect regions (blackened regions), which

primarily appear to be pores.

These pores are distributed throughout the entire surface of

the sample. Other pores were observed distributed over the

surface, with some preference towards the middle. A few of

FIGURE 6
(A)Hardness and (B)modulus of each of theU-Mo alloys sorted by batchwith concentration noted. The parameterswere obtained by averaging
the sample data after indenting between 900 and 1,000 nm into the material.
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FIGURE 7
Representative BSE images of each U-Mo alloy at low (A,C,E,G) and high (B,D,F,H) magnifications. Voids and recessed regions appear as
blackened areas. Darker areas are regions of lower electron density. Red arrows indicate locations where darker banded regions intersect.
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the interconnected pores are shown in the Supplementary Figure

S4 using SE imaging for two samples, one from each batch.

Higher magnification images (SE and BSE) of local defects

(precipitates and “non-interconnected” voids) on two samples,

one from each batch, are also shown in the Supplementary

Figures S5. The density of these larger, often interconnected

pores on the surface varied significantly between samples with

some showing several percent areal coverage and others showing

none on the surface. This observation does not require that

certain batches were denser than others. As shown in Table 2

already, the bulk porosity for all batches was roughly similar.

Changes in visually observed porosity between sample batches

was related only to the choice of cutting location when the U-Mo

disks were fabricated.

In addition to small pores and precipitates, in both sample

sets, high-contrast BSE imaging resulted in the observation of

dendritic dark-banded regions, which are indicative of

significant electron density variation across the samples.

The darker banded regions also appear to emanate from

singular points in Figure 7, some of which are indicated

with red arrows. In the U-10Mo samples, the bands are up

to a few micrometers wide and similarly 5–20 µm long,

whereas in the U-17Mo samples, the bands are >20 µm
long and thin, <2-3 µm. These banded regions were further

found to be independent of grain boundaries. Representative

EBSD inverse pole figures (IPF) are shown in Supplementary

Figure S6 for each of the four samples examined. Grain shapes

and sizes were found to be inconsistent across U-Mo batches,

although all grains were large with averages of 77 ± 40 μm, 50 ±

16 μm, 123 ± 45 μm, and 57 ± 25 μm, for the UMo-2002, UMo-

2003, UMo-2004, and UMo-2005 samples, respectively. The

differences observed in the average grain size and in the IPF

plots are likely due to cast-to-cast heating time and cooling

rate variations. Such large grains are typical of observed grains

in U-Mo fuels (Kim and Hofman, 2011; Kim et al., 2013).

Regardless of the batch, all grains were significantly larger than

any of the dendritic bands. The latter of these was postulated to

be the result of incomplete Mo dissolution into the matrix

during casting.

EDS revealed that the lighter regions have larger amounts of

U than the darker regions with the balance being Mo.

Evaluating the concentration at the center of both the light

and dark bands enabled the quantification of the relative

enrichment of Mo, the result of which is presented in

Figure 8. Figures 8A, B show the minimum (squares) and

maximum (pentagons) local concentrations, as well as bulk

concentrations (triangles) of U and Mo, respectively, for each

sample type. In agreement with the surface microscopy,

samples with identical Mo concentration showed similar

concentration variations across bands, and similar band

structure. However, the U-10 Mo samples showed about 3-

4 wt % Mo variation across bands—less than that of the U-

17Mo samples—in which the Mo concentration varied by

approximately 6 wt %. These bands are attributed to the

sample casting without subsequent annealing (Kautz et al.,

2021).

Finally, TEM revealed that in addition to a variety of small

pores and Mo concentration variations, several of the precipitates

identified during the Slice-and-View and SEM operations. All

observed local defects also included small, often elongated

defects. These defects did not appear to be substantively

different for samples of different concentrations. Two such

defects are shown, along with EDS line scans, in Figures 9A, C

are HAADF images of different precipitates, along with overlaid

lines indicating line scans across the precipitates. Line scans in

Figures 9B, D are given for U, Mo, C, and N, whose concentrations

all varied over each precipitate. In both precipitates, C and N were

enriched, whereas theMo concentration was significantly depleted.

Such precipitates were previously observed in other works (Kautz

et al., 2021) and are likely due to impurities in the source materials

or casting environment.

4.2 BISON simulation predictions

To provide some insight into the expected irradiation

performance of the U-Mo alloys characterized in Section 4.1,

eighteen disks were simulated for 8, HFIR cycles, each 24 days

long. Startup and shutdown power ramps were assumed to last

for 24 h each. Additional 24 h periods were added between cycles

to approximate outages. The assumed lengths of the ramps and

outages were not expected to affect the results because minimal

burnup occurs during power ramps.

BISON’s strain predictions as functions of fission density and

average disk temperature at the end of each HFIR cycle are shown

in Figure 10. Figure 10A shows the thermal expansion strain,

which is a function of temperature only. Figure 10B shows the

fission gas swelling strain. The line matches Eq. 4. Figure 10C

shows the solid fission product swelling strain, which likewise

matches Eq. 3. Figure 10D shows the creep-induced strain, which

is a function of fission density and temperature. This likely

reflects stresses induced by the temperature gradients that

form across the disk because BISON’s existing U-10Mo creep

model does not account for temperature. Figure 10E shows the

permanent strain, which is the sum of the gaseous swelling strain,

solid swelling strain, and creep strain. This is the strain that

would be measured during postirradiation examinations.

Figure 10F shows the total strain, which includes the

permanent strain and reversible thermal expansion. BISON

predicted no FGR in any of the disks, so those results are not

shown. This is consistent with Eq. 4, which shows fission gas

swelling increasing steadily up to 65 × 1020 fissions cm−3. This

increase suggests that little-to-no FGR occurs because FGR

decreases the rate of fission gas swelling (Pahl et al., 1990).

The predicted strains followed simple patterns for two

reasons. First, the empirical correlations used in the models
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are relatively simple. Second, the MiniFuel design reduces or

eliminates many non-linear relationships—such as large

temperature gradients, cladding interactions, and fission rate

variations—that normally complicate fuel performance

predictions. However, these BISON simulation results are not

certain given that the small number of available U-10Mo models

have been developed using data relevant to low temperature

research reactors. High temperature reactor results show

different behavior than research reactor suggesting potential

differences in applicable models as the temperature increases

to the range of 250–500°C explored in this work (Harp et al.,

2018). Never-the-less, the BISON results are valuable as a

baseline expectation of mechanical behavior of the U-Mo

samples. The planned PIE methods (Section 3.3) will

shed light on model accuracy and can be used to improve

predictions.

4.3 XCT uncertainty analysis

Following irradiation and gas puncture, XCT and light

profilometry will be used as complementary techniques to

examine as-irradiated fuel disk swelling. Light profilometry

will be used to accurately quantify sample height, while XCT

has the capability to produce a 3D image, include a second

measurement of post-irradiation disk height. The profilometry

system for PIE will be the same as in Section 4.1.1, with a height

uncertainty of approximately 3 µm.

XCT volume uncertainty is less straightforward than for the

light profilometer and is determined from the error in

segmenting the edge of the sample from the surroundings.

This uncertainty can be estimated based on the change in

brightness at the boundary. Brightness is affected by several

factors, including sample geometry, sample orientation relative

to the x-ray source, and scan parameters, as shown in Figure 11.

Figure 11A shows brightness line profiles for the collection at

800 frame collection at 8 s/frame. Profiles are given as raw

intensity against the number of pixels relative to the top,

bottom, and radial segmented edges (pixel 0 for each) with

negative pixel numbers indicating the sample interior.

Figure 11B shows the radial profiles for all four different

collection conditions.

From the center of the sample to the edge, Figure 11A shows

significant improvement in the brightness contrast as the edge is

approached radially but less contrast at the top and bottom edges.

This effect is directly related to sample orientation and geometry.

Sitting flat on the sample stand, x-ray attenuation varies

substantially as a function of radial location because the

samples are cylindrical. At the furthest edge, the path through

the sample is almost zero, leading to minimized attenuation,

whereas the path is the full sample diameter in the sample center,

leading to maximized attenuation. As the sample rotates,

FIGURE 8
Summary of the EDS-calculated (A) U and (B) Mo concentrations in each set of U-Mo samples. The red squares, black triangles, and green
pentagons represent the concentration average in the low concentration regions, in the bulk, and at the point of maximum concentration,
respectively.
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attenuation at any given point on the edge will vary between this

maximum and minimum attenuation, whereas attenuation will

always be maximized in the center. This effect was not observed

in the top and bottom edges because rotation does not change the

path length through the material. The resulting net effect is that

there is significantly higher boundary contrast at the radial edges

than in the top and bottom edges. For all edges, the segmentation

boundary (pixel 0) is approximately in the center of the

brightness reduction curve.

Scan parameters are also shown to affect the appearance of

the edge, as shown in Figure 11B. The lowest exposure

condition (400 frames at 4 s/frame) showed the least edge

contrast. Any increase in the exposure condition led to an

improvement in edge contrast. Differences between the three

higher exposure conditions are marginal; however, Figure 11B

shows a greater effect for increasing dwell times than for

increasing frame count. Collecting data using 400 frames at

8 s/frame improved the contrast somewhat more than

collecting data with 800 frames at 4 s/frame. Little

additional improvement was seen by further doubling

the count to 800 frames at 8 s/frame from 400 frames at

8 s/frame.

Uncertainty in the volume calculation was performed by

estimating uncertainty in the location of each segmented edge.

Visually inspecting the data lead to an estimated uncertainty in

the pixel range corresponding to approximately ±25% of the

total brightness change. This analysis led to estimated radial

and height uncertainties of σr = 3.3 µm and σh = 8.5 µm,

respectively, for the 800 frame exposure at 8 s/frame. Both

uncertainties varied less than 5% from these values for

collections using 400 frames at 8 s/frame and 800 frames at

4 s/frame. The lower contrast values for collection of

400 frames at 4 s/frames led to a larger increase in errors to

σr = 3.7 µm and σh = 11 µm. Although the ultimate evaluation

of as-irradiated U-Mo samples will result in somewhat

different errors, the values reported here are expected to be

limiting because of the similar attenuation coefficients of W

and U. Additional improvement in uncertainty may also be

obtained by improvement in XCT instrumentation and

turning the sample 90° to allow the contrast-improving

FIGURE 9
TEM-EDS line scans of the U-10Mo 2002 sample indicating that the precipitates feature a lack of Mo but still contain high concentrations of U in
addition to N and O. Linescans (B, D)were produced by averages of the map data across the specific regions shown in (A,C), using a line step size of
8.5 nm.
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edge effect to be transferred to the height, whose error is about

2.5 times that of the radius.

4.4 Assessment of measurement results

4.4.1 Gas release
Gas release will be measured using the puncture unit

described in Section 3.3.1. With the gas-release system, an

approximate .05 µCi of 85Kr can be resolved, although volume

limitations prevent a total gas release measurement by pressure

change. In low burnup (two cycle, .5–.9%FIMA) samples,

approximately 130–200 µCi of 85Kr will be created, depending

on composition, size, and exact fluence (Weber, 1963). This leads

to a detectability limit range of better than .02% of total produced

Kr. For higher fluence, this resolution increases further due to

increased total 85Kr. Although Section 4.2 notes that no gas

release is expected, the BISON model used to generate those

results carries uncertainties that this work aims to reduce. If

significant amounts of gas are released, the current system is

expected to reliably detect any significant fraction of released gas.

4.4.2 Swelling
Determining breakaway swelling in U-10Mo and U-17Mo fuels

under the conditions described in Section 2.2 is critical to evaluating

prospects for use of U-Mo fuels where reactor design dictates fuel

temperatures will be higher than those of low temperature research

reactors but below those of SFRs. An example of such an application

would be evaluation of U-10Mo for use in commercial light water

reactors (LWRs), as has been previously proposed as part of accident

tolerant fuel research (Nelson and Demkowicz, 2020). Previous

studies in research reactors and sodium-cooled fast reactors have

found significant swelling of >10% in U-Mo fuels for fission

densities up to 1022 cm−3 (Rest et al., 2006; MEYER et al., 2014;

Harp et al., 2018) with breakaway swelling reaching above 50%.

Fission densities in the present work are planned for up to 1.4 ×

1021 cm−3 (3.5% FIMA), which is expected to encompass a potential

breakaway transition point, expected to be under 1021 cm−3 (Rest

et al., 2006; Harp et al., 2018).

To determine whether breakaway has occurred, the error

in swelling measurements must be well known. For any given

set of initial and final volume measurements, V1 and V2,

respectively, the error in swelling can be expressed as

(Smirnova et al., 2015).
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V[ ] �



















σV2

V1
( )2

+ σV1V2

V2
1

( )2
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In the present work, V1 was determined in three ways: taking

caliper measurements, taking measurements using a Keyence

Macroscope, and using height mapping with the laser

profilometer. Similarly, V2 will be determined by either or both

FIGURE 10
BISON-predicted strains of U-10Mo disks compared with fission density and average disk temperature. The strains shown include (A) thermal
expansion strain (B) gaseous fission product swelling strain, (C) solid fission product swelling strain (D) creep-induced strain, (E) permanent strain
caused by swelling and creep, and (F) total strain caused by thermal expansion, swelling, and creep.
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XCT and laser profilometry. When computing swelling with the

laser profilometer, height changes will be used in place of a full

volume change. Figure 12 shows the result of plotting (Smirnova

et al., 2015) for the resulting possible data combination. Regardless

of the method of swelling measurement chosen, the projected

errors in the swelling determination are <4.5%, indicating that the
breakaway swelling, which is several 10 s of percent, should be

readily resolvable and that statistically non-zero swelling

measurements should also be observable between .5 and 3.7%

swelling, depending on themeasurementmethod. Themost robust

method is using the laser profilometer, which provides the lowest

swelling measurement error of all the methods and yields swelling

resolution <.9% with little resolution worsening with increased

swelling. The XCT andmacroscopemethods also yield comparable

resolution <1.5%. Calipers do not provide good swelling resolution
because the samples themselves are not perfectly flat (Figure 3);

thus, the thickness data are very uncertain from caliper

measurements. This also results in a much higher net swelling

error for the caliper/profilometer data combination, which uses

only height changes for swelling, than for the caliper/XCT

combination, which uses the full volume swelling.

4.4.3 Impact of accelerated fission rate fuel
irradiation on results

While HFIR irradiations provide the ability to achieve high

fission densities relatively quickly in nuclear fuel, the burnup

accumulation rate is significantly higher than reactor designs

would impart. In the U-Mo context, the effect of high flux

remains to be evaluated in both the temperature and lower flux

range of interest to various applications. Three potential effects are

relevant for discussion of U-Mo fuels: excess Mo transmutation

leading to buildup of impurities, dislocation structures relevant to

recrystallization developing at different rates than in a low flux

environment, and void swelling. Of these, Mo transmutation is the

FIGURE 11
Intensity curves for the W disks for (A) 800 frames at 8 s/frame from the radial, top, and bottom segmented edges and (B) all four collection
conditions near the radial edge.
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least likely to have an effect. Transmutation of Mo is almost

universally a neutron capture event, with only two isotopes having

recorded (n, α) reactions: both reactions have <.05 mb cross-

sections are thus inconsequential (Baum et al., 2009).

Dislocation structures are more likely to have an impact, with

most prominent effect being the enhancement or suppression of

recrystallization (Rest, 2005; Kim et al., 2013; Frazier et al., 2019).

Recrystallization kinetics have been found to depend strongly on

the number density of available loop structures, which has some

dependence on both temperature (for diffusivity of the loop

clusters) and fission rate (for the production and cluster

annihilation of existing defect structures). Moreover,

recrystallization is delayed in larger grains. For the irradiation

temperatures in the present study, defect clusters will be

sufficiently mobile that the higher fission rate is expected to

have less of an effect than defect motion, particularly in the

higher, 450–500°C, temperature range (Frazier et al., 2019).

However, this expectation will have to be assessed by additional

investigations. Finally, void swelling is not expected to be

appreciably affected by the fission rate. In applying the Booth

gas bubble model to U-Mo fuels, Hu et al. found no effect of fission

rate across the range of 1020–1022 cm−3 s−1 (Hu et al., 2016). In that

work the maximum simulated grain size was an order of

magnitude smaller than the average grains in this work and it

is also not clear whether the detailed distribution of bubbles and

their sizes will have a burn up rate dependence. Some additional

modeling following the PIE from this work is appropriate to

answer these questions.

5 Conclusion

This paper discusses the irradiation of U-10Mo and U-17Mo

samples. Four samples representing each sample batch were

examined by several methods to precharacterize the samples.

Using XRD and EBSD, all samples were found to comprise

uniform γ-U crystals, and TEM and Slice-and-View showed

nanometer-scale precipitates that were enriched in C and N and

depleted in Mo. No metallic Mo, α-U peaks, or γ′-U2Mo were

identified via either EBSD or XRD. Significantly, all samples showed

dendritic bands that were characteristic of variations in actual U and

Mo concentration. Across these bands, U-10Mo samples showed

variations of ±2 wt % from the bulk concentration, and U-17Mo

samples showed variation so of ±3 wt %. These bands were thinner

and longer in U-17Mo than in U-10Mo and were attributed to the

casting process absent annealing. Mechanical properties were found

to be on the upper range of previous reports at 104 ± 5 GPa for U-

10Mo and increased to 134 ± 13 GPa for U-17Mo alloys. Hardness

was 4.5 ± .1 GPa for U-10Mo and increased to 6.3 ± .8 GPa for U-

17Mo alloys. Finally, samples were found to contain variable

porosity up to 3%. No effect of concentration was observed in

total porosity, which was attributed to the casting process.

FIGURE 12
Projected error in swelling determination as a function of potential swelling using six measurement scenarios. Pre-test and Post-test refer to
measurements before and after the irradiation, respectively. Macroscope refers to the Keyence 3D macroscope, calipers refers to manual
measurements with calipers, and profilometer refers to the laser profilometer. Errors were estimated from repeated sampling.
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Significantly, no batch-to-batch variation was detected for either

concentration.

This paper also presents irradiation method and

postirradiation examination methods. Irradiations in HFIR are

ongoing using the recently developed MiniFuel design. Three

sample burnups from across the range of .5 to 3.5%FIMA are

completed or almost completed for four different temperatures

from 250 to 500°C. Expected irradiation behavior is estimated

using BISON simulations which predicted that swelling will be

linear across the full irradiation period with total swelling up to

approximately 6% at the highest burnup. These simulations were

performed by importing fuel parameters from other fuel types

and with U-Mo correlations developed for conditions outside of

the 250–500°C temperature range. Thus, the BISON predictions

provide a valuable, but uncertain initial estimate of the U-Mo

irradiation behavior in this work. Swelling will be evaluated by

measuring the dimensions of the fuel samples with XCT and laser

profilometry. When comparing these measurements with

preirradiation testing, swelling is predicted to be resolvable

when above 1–2%. Furthermore, gas release is expected to be

resolvable to better than .02% of produced 85Kr, if any is released.

PIE data and analysis presented in this work will be used to

improve understanding of the U-10Mo and U-17Mo fuel systems

under irradiations across the 250–500°C temperature range.

Specific focus will be given to understanding 1) bulk swelling

behavior, 2) fission gas release during normal operation, 3) phase

stability and grain restructuring under irradiation, and 4) gas

bubble formation and evolution. These data will finally be used to

improve modelling designs.
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