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This study aimed to examine whether the cortical processing of emotional faces is
modulated by the computerization of face stimuli ("avatars") in a group of 25 healthy
participants. Subjects were passively viewing 128 static and dynamic facial expressions
of female and male actors and their respective avatars in neutral or fearful conditions.
Event-related potentials (ERPs), as well as alpha and theta event-related synchronization
and desynchronization (ERD/ERS), were derived from the EEG that was recorded during
the task. All ERP features, except for the very early N100, differed in their response
to avatar and actor faces. Whereas the N170 showed differences only for the neutral
avatar condition, later potentials (N300 and LPP) differed in both emotional conditions
(neutral and fear) and the presented agents (actor and avatar). In addition, we found
that the avatar faces elicited significantly stronger reactions than the actor face for
theta and alpha oscillations. Especially theta EEG frequencies responded specifically to
visual emotional stimulation and were revealed to be sensitive to the emotional content
of the face, whereas alpha frequency was modulated by all the stimulus types. We
can conclude that the computerized avatar faces affect both, ERP components and
ERD/ERS and evoke neural effects that are different from the ones elicited by real faces.
This was true, although the avatars were replicas of the human faces and contained
similar characteristics in their expression.

Keywords: EEG, emotion, face, avatar, alpha, theta, ERP

INTRODUCTION

Facial expressions of emotion play an important role in human interactions and communication.
During the past few years, many studies have investigated the role of neuronal mechanisms involved
in the processing of emotional faces (Krolak-Salmon et al., 2001; Balconi and Lucchiari, 2006;
Moore et al., 2012). The evaluation of these mechanisms associated with the processing of facial
expressions necessitates the use of valid stimuli that fully capture the facial and emotion-related
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information displayed in a face. However, most studies on
the perception and recognition of facial expressions have used
static humanoid two-dimensional pictures displaying different
emotional expressions, taken from various face databases, e.g.,
IAPS stimuli library, Karolinska Directed Emotional Faces
Database, NIMSTIM database, and many more (for an overview
of databases used in emotional facial expressions research see
Schindler and Bublatzky, 2020). Only very few studies applied
dynamic facial expressions, which are considered to be more
ecologic and therefore closer to daily life (Schacher et al., 2006;
Sarkheil et al., 2013). Yet designing and generating dynamic
facial stimuli poses the problem of controlling for temporal and
figural properties of the face and the developing facial expression.
A promising way to bypass this is the use of three-dimensional
computer-generated faces, so-called avatar faces, which allow
forming and systematically control important features of the
facial expression. Avatars applied in research allow conducting
highly standardized experiments that resemble real-life social
situations (Zaki and Ochsner, 2009; de Borst and de Gelder,
2015). Hence it seems vital to investigate how humans perceive,
respond to and interact with these human-like avatars. The herein
presented study used videos and pictures of facial expressions
(fearful, neutral) of humans and their customized avatars, to
investigate whether brain activation differs in response to human
and avatar facial expressions. A variety of commercial software
is available to computerize human faces, most of them differ
in the accuracy of displaying facial feature details. For this
study, we created our own stimulus material in collaboration
with the Institute for Performing Arts and Film of the ZHdK
(Zurich University of the Arts). First, actors were recorded while
performing fearful and neutral facial expressions. Secondly, each
actor’s face was transferred into their lookalike customized avatar,
created by a graphic artist to match their appearance. The motion
of the facial expression was then tracked with 66 tracking points,
to convey the actors’ recorded expressions onto the avatar faces.

The same stimuli material was used in a successfully published
event-related fMRI work by Kegel et al. (2020). This fMRI
study aimed to investigate whether there are differences in
cortical and subcortical processing mechanisms when comparing
human and avatar dynamic facial expressions (Kegel et al.,
2020). Interestingly, their results showed no significant response
difference when comparing dynamic fearful expressions between
human and avatar faces for subcortical core regions involved in
face and emotion perception, like the amygdala. The amygdala,
together with the pulvinar and the superior colliculus is assumed
to form a subcortical face processing route, particularly involved
in the processing of dynamic emotional expressions (Haxby et al.,
2000; Vuilleumier, 2005). Previous research has shown that in
this subcortical route, the amygdala adopts a crude appraisal
function processing only coarse, typically blurred information
(Vuilleumier, 2005), which enables the fast interpretation of
threatening environmental input, bypassing slower cortical
processing (LeDoux, 2000; Adolphs, 2001; Vuilleumier et al.,
2003). By providing low-spatial frequency information about
coarse stimulus features like the configuration or form of a face,
both, human faces and their respective avatar faces seem to
generate the effect to transiently capture the viewers’ attention,

which may explain the comparable amygdala responses. Another
result of that fMRI study was the stronger response for fearful
human compared to avatar faces for cortical structures such as
the anterior and posterior superior temporal sulcus (STS), and
the inferior frontal gyrus (IFG). Previous research has shown
that the STS and the IFG represent the dorsal face processing
pathway, specialized and sensitive for dynamic facial features
(Duchaine and Yovel, 2015). On the one hand, there were
technical limitations to the avatar faces that could be associated
with the found difference, as subtle motions and skin texture
were not detectable. On the other hand, Sarkheil et al. (2013)
concluded that even when using advanced motion tracking and
visualization techniques, the artificial facial motion of avatars
leads to differences in the activation of these regions when
compared to human facial motion. Taken together Kegel et al.
(2020) concluded, that dynamic avatar expressions evoke fast
amygdala responses comparable to those of humans, but the
artificial facial motion of those avatars lead to differences in
slower cortical process mechanisms.

To complement these very detailed structural findings, the
herein presented EEG study was conducted to get a more detailed
insight into the temporal resolution of facial emotional encoding.
It is worth to mention, that the herein presented EEG study
was done independent of the fMRI measurements and therefore
a new set of participants were recruited. Since both ERPs
and ERD/ERS may reflect different neurophysiological processes
(Pfurtscheller, 1997; Hajcak et al., 2010), the present study uses
both methods. In comparison, ERPs reflect evoked activity that
are both time- and phase-locked to the event, whereas internal
or external events modulate the induced oscillatory rhythm,
resulting in a time-, but not necessarily phase-locked activity
(Gomarus et al., 2006). Studies on event-related potentials (ERP)
show that human facial expressions are probably recognized
and differentiated within the primary 200–250 ms after their
presentation (Bentin et al., 1996; Leppänen et al., 2007; Balconi
and Pozzoli, 2009). Eimer and Holmes (2007) acknowledged
that emotional faces were found to trigger an increased ERP
positivity relative to neutral faces. In addition to ERP, brain
oscillations are a powerful tool to investigate the cognitive
processes related to emotion comprehension. The differentiation
of facial expression induces significant change, mainly, event-
related desynchronization (ERD) in alpha and event-related
synchronization (ERS) in theta oscillations (Güntekin and Başar,
2007, 2014; Moore et al., 2012). Difficulties in facial emotion
perception are found in several diseases like epilepsy (Hlobil et al.,
2008; Zhao et al., 2014) and schizophrenia (Kohler et al., 2000;
Trémeau, 2006). Only very few studies are dealing with the effect
of avatar faces on the emotional face processing mechanisms in
ERPs. With respect to the effect of artificial faces on ERPs, several
components are of interest: The N100 is a negative potential
peaking at around 100 ms after stimulus onset, and previous
studies have demonstrated that the N100 is significantly affected
by facial perception and sensitive to facial expression (Eimer and
Holmes, 2007; Jessen et al., 2012). The N170 is a component
occurring 120–200 ms after stimulus onset and is prominent over
temporo-parietal leads (Bentin et al., 1996). This ERP component
is associated with the analysis of facial configuration, free from
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the influence of sex, age, and race (Eimer, 2000; Ishizu et al., 2008)
and can be elicited by schematic drawings (Sagiv and Bentin,
2001; Carmel and Bentin, 2002) and isolated facial features,
such as the eyes (Bentin et al., 1996). A study by Schindler
et al. (2017) used six face-stylization levels varying from abstract
to realistic and could show that the N170 showed a u-shaped
modulation, with stronger reactions toward the most abstract and
to the most realistic ones, compared to medium-stylized faces.
Another ERP component of interest in face processing is the
N300 (Barrett and Rugg, 1990; Bentin and Deouell, 2000; Eimer,
2000). This component peaks within 250–350 ms after stimulus
onset. It can be measured over the left and right hemispheres
and over central, frontal, and parietal regions and has been
found to differentiate between familiar and unfamiliar stimuli.
More specifically, familiar faces, such as those of celebrities or
politicians, typically elicit responses that are larger in amplitude
than those of N300s to unfamiliar faces (Scott et al., 2005).
A study by Debruille et al. (2012) showed that dummy faces lead
to greater amplitudes than those of real persons. They claimed
that the greater N300 amplitudes index the greater inhibition that
is needed after the stronger activations induced by this stimulus.
Late positive potentials (LPP) occurring at around 400–600 ms
are a reliable electrophysiological index of emotional perception
in humans. Emotional faces and increased face realism prompt
larger LPPs (Schupp et al., 2000; Pastor et al., 2008; Bublatzky
et al., 2014) than those to neutral faces, thus reflecting an activity
increase in the visual and parietal cortex. These late potentials
seem to increase linearly with face realism, thus reflecting an
increase of activity in visual and parietal cortex for the more
realistic faces (Schindler et al., 2017).

Frequency bands that have acquired the attention in the
differentiation of facial expression research are the theta (4–
8 Hz) and alpha (8–10 Hz) bands, both of which are sensitive to
variations in task demands (Balconi and Lucchiari, 2006; Başar
et al., 2006; Güntekin and Başar, 2007). For the processing of a
dynamic facial expression, it has been shown that emotional faces
tend to elicit stronger theta synchronization than neutral faces
(Aftanas et al., 2001, 2002; Başar et al., 2008; Balconi and Pozzoli,
2009), but not much is known about the effect of watching
emotional avatar faces. A study by Urgen et al. (2013) showed
that the observation of action performed by a robot results in
greater frontal theta activity compared to action performed by
androids and humans, whereas the latter two did not differ from
each other. Thus, they concluded that frontal theta appears to be
sensitive to visual appearance and suggested that artificial agents
appearance may evoke greater memory processing demands
for the observer. Different aspects of alpha oscillations are
considered to play a part during emotional processing and visual
attention-involving, like frontal alpha asymmetry (Allen et al.,
2004; Davidson, 2004; Pönkänen and Hietanen, 2012; Goodman
et al., 2013) or ERD over occipital, temporal and posterior areas
(Aftanas et al., 2001; Sato et al., 2004; Pineda, 2005; Güntekin
and Başar, 2007). On the functional level, alpha frequencies are
considered to represent cortical activation of the corresponding
region of the underlying cerebral cortex (Klimesch, 1999). It was
shown that the observation of movements and facial pain mimic
expressed by an artificial agent induced significant attenuation in

the power of mu oscillations but without any difference between
the agents (robot, android, and human) (Urgen et al., 2013; Joyal
et al., 2018). A decrease in alpha power for positive and negative
or arousing emotions in comparison with neutral stimuli was
detected on several electrode locations (Sarlo et al., 2005; Balconi
and Pozzoli, 2009), but so far to our knowledge, no studies were
performed with fearful dynamic facial expression in avatars.

Taken together, although avatars offer a promising approach
to study facial expressions, to date, the evoked brain activation
patterns by avatar faces have received little detailed study. To
our knowledge, this is the first study in which the method of
ERD/ERS is used together with the analysis of ERPs at the same
time during the presentation of dynamic and static avatar and
human fearful and neutral facial expressions. In the present study,
we asked whether both ERPs and cortical oscillatory dynamics in
a group of healthy adults are affected by the type of face agent
transmitting the emotional information. Based on the results
of the fMRI study by Kegel et al. (2020) we expected to find
comparable outcomes for our event-related and oscillatory EEG
study. We presumed that early and late ERP components are
differentially sensitive to actor and avatar faces. We anticipated
that fast subcortical processes do not affect early potentials,
whereas slower cortical processes lead to variations in later
ERP components. Additionally, we expected to find effects on
the power of both theta and alpha oscillations. We assumed
that dynamic emotional facial expression should result in a
more pronounced theta ERS, independent of the agent, whereas
increased attentional demands of encoding artificial avatar faces
should be reflected in a more pronounced alpha oscillation
desynchronization.

MATERIALS AND METHODS

Participants
Twenty-five healthy participants aged between 24 and 62 (17
female; Mage = 40.5 years; SDage 11.3 years) participated in
the study and all reported normal vision (no color blindness,
no uncorrected vision disorder) and no history of neurological
disorders. The study was approved by the local ethics committee,
and participants gave their written informed consent in line
with the Declaration of Helsinki and received compensation for
travel expenses.

Stimuli and Design
We used a set of videos that had been developed for the present
study in a three-step process in cooperation with the Zurich
University of the Arts: (i) Fearful and neutral human facial
expressions were recorded from four actors (two female, two
male). (ii) For each actor, a customized avatar was created by a
graphic artist (Pinterac SARL, France) to match their appearance
(see Figure 1). (iii) By motion tracking with 66 tracking points
(FaceRig©, Holotech Studios SRL, Romania), the actors’ recorded
expressions were conveyed onto the avatar faces (see study by
Kegel et al., 2020). For simplification, we will use the term
“avatar” and “actor” as a synonym for the face, as no body
movements were shown neither for the actor nor the avatar.
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FIGURE 1 | Stimuli and procedure. (A) Depiction of the female actors on the upper left and the male actors on the lower left during neutral and fearful expression.
Their respective avatars are shown on next to them. (B) Top: Depiction of the procedure during the ERP trials: After a fixation cross, a picture (1 s) showing either a
human or an avatar facial expression was presented. Participants were instructed to passively watch the pictures and to respond with a button press for indicating a
male or female face. Each picture was separated with a blanc screen. Bottom: Depiction of the procedure during the ERD/ERS trials: After a fixation cross, a video
(3 s) showing either a human or an avatar facial expression was presented. Participants were instructed to passively watch the videos and to respond with a button
press during control trials (red dot). Each video was separated with a blanc screen.

For each actor and each avatar, eight fearful and eight neutral
videos were created, resulting in a total of 128 videos, each lasting
three seconds. For the ERP study, one screenshot was taken from
each video at timepoint 2:00 s, resulting in 128 pictures. This
resulted in four stimuli conditions: Agent (actor, avatar) and
emotion (neutral, fear). Participants were instructed to sit still,
passively viewing the presented 128 brief film clips (3 s) and
pictures (1 s) of faces of actors or avatars showing either neutral
or fearful expression.

ERP Task
The pictures were presented in pseudo-randomized order with
an interval of 2000 ± 250 ms of the blank screen followed by a
fixation cross (1000 ms). To keep our subjects engaged we asked
them to indicate on each trial whether the presented face was
female or male by pressing one of two buttons accordingly.

ERD/ERS Task
The clips were presented in pseudo-randomized order with an
interval of 2000 ± 250 ms of the blank screen followed by a
fixation cross (1000 ms). To keep subjects engaged we mixed 16
control trials with pictures taken from the videos modified with
a red dot in the middle of the face in between the clips and asked
the subjects to push a button when control pictures appeared. All
subjects performed well in the control tasks and seemed to be
engaged through the whole experiment.

Electrophysiological Recording and
Analysis
Participants sat in a comfortable chair in a sound-attenuated
room with dimmed lights facing a portable computer screen in

1-m distance. For EEG recordings 21 sintered Ag/AgCl scalp
electrodes were placed according to the international 10–20
system, referenced to the linked mastoids using an EEG cap
(Multicap, Neurolite). Continuous EEG signals were recorded
from a NicoletOne C64 amplifier (Natus, United States). The
data, including a rectangular trigger signal, were sampled at
256 Hz. All data and signal processing was performed in asaTM

(ANT Neuro), through custom-written routines in Matlab (Math
Work Inc., United States) and the Matlab Plugin EEGlab (version
2020.0). Offline data were re-referenced to the average of both
mastoids (A1 + A2) and then filtered with a forward 0.16 Hz
high-pass and a zero-phase 32 Hz low-pass filter. A natural
gradient logistic infomax independent component analysis (ICA)
was performed on the data (the runica algorithm; EEGLAB
toolbox, version b, Delorme and Makeig, 2004) to decompose the
EEG mixed signals into their underlying neural and artifactual
components. The ADJUST algorithm (v1.1; Mognon et al., 2011)
was used to identify and remove artifacts, such as eye and muscle
movements. This left a total of 25 participants with an average
of 123.42 trials (SD = 2.36) overall (neutral avatar, M = 30.98;
neutral actor, M = 31.02; fear avatar, M = 30.55; fear actor = 30.87)
for the ERD/ERS task and 125.50 trials (SD = 2.57) overall
(neutral avatar, M = 31.86; neutral actor, M = 32.65; fear avatar,
M = 30.56; fear actor = 30.43) for the ERP task. There were no
significant differences in the number of kept trials between the
four stimuli categories.

Event-Related Potential
For each participant, averaged ERP waveforms were computed
across trials separately for each condition. Filtered data were
segmented from 200 ms before stimulus onset until 1000 ms
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after stimulus presentation. The 200 ms before stimulus onset
were used for baseline correction. Within these time intervals, the
mean amplitude values were determined. For statistical analyses,
four ERP components known to be sensitive for facial perception
were defined (N100, N170, N300, LPP). After ERP waveform
inspection, those electrodes with the most prominent amplitudes
were selected for further analysis. This resulted in the following
electrode clusters: N100 (F3, Fz, F4, F7, F8), N170 (T5, T6), N300
(F3, Fz, F4, C3, Cz, C4, T3, T4), LPP (C3, Cz, C4, P3, Pz, P4). Time
windows of interest were chosen based on visual inspection of
our collapsed conditions ERP plots and in accordance to similar
previous studies (Bentin et al., 1996; Zhang et al., 2008; Luo et al.,
2010; Choi et al., 2014). The intervals were ranging from 120 to
180 ms for the N100, from 120 to 230 ms for the N170, from 250
to 350 ms for the N300, and from 400 to 600 ms for the LPP.

ERD/ERS
The data for ERD analysis were epoched and averaged for each
stimulus condition separately ranging from 3000 ms before video
onset to 4000 ms after video onset and were time-locked to
the onset of the video clips. In agreement with the commonly
accepted frequency ranges for theta and alpha, we defined the
theta frequency band as ranging from 4 to 8 Hz and the alpha
band from 8 to 12 Hz. ERD/ERS was calculated as the percentage
of increase or decrease in power relative to the baseline interval
(–2000 to –1000 ms pre-stimulus) before clip onset (Pfurtscheller
and Aranibar, 1977). To perform the time-frequency analysis
we used the event-related spectral perturbation (ERSP) plot
proposed by Makeig (1993). The ERSP plot was computed using
the Matlab function newtimef.m, which was one of the time-
frequency decomposition functions (Delorme and Makeig, 2004).
The FFT-estimated results (Hanning window tapering) were
shown in log spectral differences from 200 ms baseline (in dB),
with the red and blue indicating power increase and decrease,
respectively. Time windows of interest for each frequency band
were determined from the mean spectrographic image (ERSP)
across all conditions and are in line with previous studies (Aftanas
et al., 2001; Onoda et al., 2007; Urgen et al., 2013). From
the ERSPs we determined specific time windows for statistical
analyses for alpha (500–2000 ms) and theta (140–400 ms) post-
stimulus and calculated the absolute power with respect to the
baseline (EEGLAB toolbox plug Darbeliai V2015.11.08.1). With
regard to spatial sampling points, electrodes were collapsed
into electrode clusters. This procedure resulted in six regional
means for each hemisphere: anterior temporal (AT); frontal (F);
central (C); temporal (T); parietal (P); and occipital (O). The
average ERD/ERS values across the respective electrode sites were
calculated for these regional means for each specific time interval
and each stimulus condition.

Statistical Analysis
Statistical analyses were performed on SPSS Statistics 25.0 (IBM,
Somers, United States).

Event-Related Potential
For each component, the mean amplitude was measured for the
predefined time window and selected electrode channels. The

data were entered into an Emotion (2: neutral/left) × Agent
(2: actor/avatar) repeated measures ANOVA. We also modeled
Hemisphere (left, right) for all components to explore any
modulation that may be specific to the hemisphere side. These
analyses are not reported since they did not reveal any side-
specific effects or interactions, and the effects reported below
for the repeated measures ANOVA did not change. For the
analysis of variance, degrees of freedom were Greenhouse–
Geisser corrected for violations of the sphericity assumption.
The probability of a Type I error was maintained at 0.05. Post
hoc testing of significant main effects was conducted using the
Bonferroni method. Partial eta-squared (η2

p) was estimated to
describe effect sizes. Here, η2

p = 0.2 describes a small, η2
p = 0.5 a

medium and η2
p = 0.8 a large effect (Lakens, 2013).

ERD/ERS
For theta, the mean power in the time window of the theta
increase (140–400 ms after stimulus onset) was extracted for
each condition (agent and emotion combination) for all regional
means (AT, F, C, P, O, T). Only the regional means that showed
a significant increase of the theta power were selected for
further analysis and the data were entered into an Emotion
(2: neutral/left) × Agent (2: actor/avatar) repeated measures
ANOVA. Mean alpha power in the time window of the alpha
attenuation (500–2000 ms after stimulus onset) was extracted
for each condition (agent and emotion combination) for all
regional means (AT, F, C, P, O, T). Because all regional means
displayed significant attenuation of the alpha power, for the sake
of clarity we decided to condense the electrode positions into
even broader means: frontal (AT and F), central (C), parieto-
occipital (P and O), and temporal (T). We entered the dependent
variable of alpha mean power into a three-way ANOVA using
the following repeated factors: Emotion (2: neutral/left) × Agent
(2: actor/avatar) × Regional Mean (4: frontal, central, parieto-
occipital, temporal). We also modeled Hemisphere (left, right)
for both frequency bands to explore any modulation that may be
specific to the hemisphere side, only taking the regional means
with significant attenuation/increase into account. These analyses
are not reported since they did not reveal any side-specific
effects or interactions, and the effects reported below for the
repeated measures ANOVA did not change. For the analysis of
variance, degrees of freedom were Greenhouse–Geisser corrected
for violations of the sphericity assumption. The probability of a
Type I error was maintained at 0.05. Post hoc testing of significant
main effects was conducted using the Bonferroni method. Partial
eta-squared (η2

p) for ANOVA was estimated to describe effect
sizes. Here, η2

p = 0.02 describes a small, η2
p = 0.13 a medium

and η2
p = 0.26 a large effect (Lakens, 2013).

RESULTS

Event-Related Potentials
N100
Regarding the N100 amplitudes, no main effects of agent
[F1,24 = 0.165, p = 0.686, η2

p = 0.001] and emotion [F1,24 = 1.186,
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p = 0.278, η2
p = 0.009] and no interaction effect [F2,48 = 3.671,

p = 0.278, η2
p = 0.028] were detected.

N170
For N170, the mean amplitude was measured within a window
that best captured this component (120–230 ms after stimulus
onset) at temporal electrodes (T5, T6) (Figure 2). Repeated
measures ANOVA analysis showed a significant interaction of
Agent × Emotion [F2,48 = 5.535, p < 0.02, η2

p = 0.103]
without any significant main effects. Post hoc paired samples
t-test reflected more negative amplitudes for fearful than neutral
avatar faces [t = –2.826, p < 0.007] but a more pronounced
N170 for actor faces in the neutral condition compared
to the avatar agent [t = –2.485, p < 0.02]. Comparisons
of the N170 revealed no significant amplitude differences
across hemispheres.

N300
For the N300 component, the average amplitude response within
250–350 ms after stimulus onset was measured from the left
and right hemispheres and from central, temporal and frontal
regions (Figure 2). Statistical analysis revealed a main effect
for Emotion [F1,24 = 6.36, p < 0.01, η2

p = 0.024] and Agent
[F1,24 = 51.44, p < 0.00, η2

p = 0.210] with a significant interaction
effect of Agent × Emotion [F2,48 = 8.26, p < 0.00, η2

p = 0.049].
Post hoc comparisons (paired samples t-test) indicated that the
N300 was more pronounced in neutral condition compared to
fear, which was only significant for the agent actor [t = 3.55,
p < 0.00]. There was no difference in the emotional condition
for the avatar, but we could find a significant decrease in N300
amplitudes to both fearful [t = –3.54, p < 0.00] and neutral
faces of avatars [t = –6.93, p < 0.00] compared to those
to the faces of actors. There were no significant differences
in N300 amplitude between electrode positions on left and
right hemisphere and between central, frontal and temporal
electrode locations.

Late Positive Potentials
The time window between 400 and 600 ms was selected for
examining LPPs and in compliance with literature, we also
found the greatest positivity for the central and parietal electrode
(Figure 2). Repeated measures ANOVA revealed a main effect
for Emotion [F1,24 = 40.37, p < 0.00, η2

p = 0.097] and Agent
[F1,24 = 43.70, p < 0.00, η2

p = 0.227] with a significant interaction
effect of Agent × Emotion [F2,48 = 14.14, p < 0.01, η2

p = 0.044].
Post hoc comparisons (paired samples t-test) indicated that LPPs
were more pronounced in fear condition compared to neutral,
which was only significant for the agent actor [t = 5.35, p < 0.00].
There was no difference in the emotional condition for the
avatar, but we could detect a significant increase in LPP for
both emotional conditions [fear t = –3.34, p < 0.00, and neutral
t = –7.72, p < 0.00] for the avatar compared to the actor. In
contrast to other studies, we couldn’t detect any significant effect
of the hemisphere of electrode location. There were no significant
differences between central and parietal electrode locations.

ERD/ERS
Both, faces of actors and avatars with either neutral or
fearful expression lead to a strong ERS in theta (4–8 Hz)
followed by a significant attenuation in alpha (8–12 Hz)
after stimulus onset (Figure 3). All types of stimuli elicited
comparable amounts of significant ERD (alpha 76%) and ERS
(theta 76%) for all trials. There was no significant main
effect of Hemisphere.

Theta Oscillations
Relative to the pre-stimulus baseline, the theta band (4–8 Hz)
showed significant ERS with maximum amplitudes at 140–
400 ms (Figure 4A) over the central (Z = –8.50, p < 0.00,
η2

p = 0.210) and parietal (Z = –10.04, p < 0.00, η2
p = 0.323)

areas for the two agents: actor (percentage of significant ERS
trials: fear: C 45.76%, P 63.38%, neutral: C 43.24%, P 55.58%)
and avatar (percentage of significant ERS trials: fear: C 44.93%,
P 60.86%, neutral: C 58.22%, P 75.36%). Our main comparison
of interest, a 2 (Agent) × 2 (Emotion) repeated measures
ANOVA at central and parietal electrodes revealed a significant
main effect of Emotion [F1,24 = 23.55, p < 0.00, η2

p = 0.139]
(Figure 4B). Post hoc paired samples t-test comparisons indicated
that theta oscillations were significantly greater for the fear
condition compared with the neutral condition for both agents
[actor t = 1.97, p < 0.05; avatar t = 2.68, p < 0.03]. The
effect of Agent [F1,24 = 13.08, p < 0.00, η2

p = 0.082] was
also significant. Post hoc comparisons (paired samples t-test)
showed higher mean power values for the avatar compared to
the actor agent, which was only significant for the fear condition
[t = –4.62, p < 0.00]. There was no significant Agent × Emotion
interaction effect and there were no significant hemisphere effects
(left/right) for the specific electrode position with regard to the
emotion displayed.

Alpha Oscillations
Because all regional means (AT, F, C, P, O, T) showed a significant
ERD relative to the pre-stimulus baseline in the alpha band (8–
12 Hz) with maximum amplitudes at 500–2000 ms (Figure 4A)
post-stimulus, we condensed the electrode positions into even
broader means: frontal (AT and F), central (C), parieto-occipital
(P and O), and temporal (T). We entered the dependent variable
of alpha mean power into a three-way ANOVA using the
following repeated factors: Emotion (2: neutral/left) × Agent (2:
actor/avatar) × Electrode Position (4: frontal, central, parieto-
occipital, temporal) (Figure 4B). The repeated measures ANOVA
showed a significant main effect for Agent [F1,24 = 15.34,
p < 0.00, η2

p = 0.029]. Parietal sites showed highest ERD
values. Temporal sites were less activated than frontal [t = –7.40,
p < 0.00], central [t = –5.33, p < 0.00] and parietal [t = –6.92,
p < 0.00] ones. T-test post hoc comparisons revealed significantly
higher desynchronization for the avatar compared to the actor
in the neutral condition for frontal [t = 2.57, p < 0.01], central
[t = 2.38, p < 0.02], and temporal [t = 2.65, p < 0.01] areas. There
were no significant hemisphere effects (left/right) for the specific
electrode areas with regard to the emotion displayed.
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FIGURE 2 | ERP components. (A) Stimulus locked ERP response elicited by actor and avatar faces at electrode position T5 and Cz averaged across all participants.
The ERP components N100, N170, N300 and LPP are highlighted in the grey shaded regions. (B) Mean amplitude values for each ERP component averaged for
respective channel locations. Error bars indicate the standard error of the mean (∗ all p < 0.01). Note that, while negative-going, the N170 and N300 peak is still in
the positive range. Therefore, smaller bars represent higher amplitudes.

DISCUSSION

In the present study, we aimed to investigate whether facial
static and dynamic emotional information of faces of human
actors and their avatars elicit similar or different electrocortical
responses. Except for the very early N100, all ERP features
selected for analysis differed in their response to avatar and
actor faces. Whereas the N170 showed differences only for
the neutral avatar condition, later potentials (N300 and LPP)

differed in both emotional conditions (neutral and fear) and
the presented agents (actor and avatar). These results are in
line with the findings of the fMRI study (Kegel et al., 2020),
in which fearful human expressions elicited stronger responses
than the fearful avatar expressions in cortical structures such as
the STS, and the IFG, but not for subcortical structures like the
amygdala. In addition, we found that the avatar faces elicited
significantly stronger reactions than the actor face for theta and
alpha oscillations. Especially theta EEG frequencies responded
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FIGURE 3 | Time-frequency plots. Time frequency plots for the four stimuli conditions (Actor: fear/neutral; Avatar, fear/neutral) at channel Pz averaged for all
subjects. The frequency axis is log scaled. The zero point on the time axis indicates the onset of the video presentation. The red squares represent the time window
(x axis: theta 140–400 ms; alpha 500–2000 ms) and frequency band (y axis: theta 4–8 Hz; alpha 8–12 Hz) taken for further analysis.

specifically to visual emotional stimulation and revealed to be
sensitive to the emotional content of the face, whereas alpha
frequency was modulated by all the stimulus types.

Event-Related Potentials
Except for the N100, all ERP features analyzed in the present
study distinguished between avatar and actor faces. Each of these
components is thought to be related to a different aspects of
the process of facial expression, from fast neural processing of
visual features to slower emotion-specific discrimination and
higher-level cognitive processing (Luo et al., 2010). The very
early ERP component peaking at around 100 ms post-stimulus
is thought to be mainly involved in the subcortical processing
of visual information. Previous studies have demonstrated that
the early anterior N100 is significantly affected by affect in the
early phase of perception and attention processing (Batty and
Taylor, 2003; Eimer and Holmes, 2003). It is modulated by
physical features of visual stimuli (Eimer et al., 2008), especially
during face perception (Pegna et al., 2004; Palermo and Rhodes,
2007). A study by Luo et al. (2010) found that not only
facial detection but also the emotional content of a face can
influence the N100 amplitude. Fearful faces differed from neutral
faces, suggesting that there may exist a fast scanning process
for emotional discrimination before completing more detailed
perceptual processes. Our results show a clear early negative peak
around 100 ms in anterior areas but without any significant
differences in amplitude between these stimuli, independent of
the agent or emotional condition. This is in line with the results
of the fMRI study Kegel et al. (2020). No response difference
was detectable when comparing dynamic fearful expressions
between human and avatar faces for subcortical core regions
involved in face and emotion perception, like the amygdala. The
presented avatar faces were replicas of actor faces with the same
dominant face characters, like hair color and style, eyes, etc.

Thus, differences between faces of actors and avatars may have
been not distinct enough to be detected during this very early
stage of visual processing. It is also assumed that by providing
low-spatial frequency information about coarse stimulus features
like the configuration or form of a face, both, human faces
and their respective avatar faces seem to generate the effect to
transiently capture the viewers’ attention, what may explain the
comparable N100 responses.

The N170 is a dominant component elicited during the
later stage of visual information encoding. It reflects high-level
structural processes (Bentin et al., 1996) and is typically more
pronounced in response to faces, including schematic ones (Sagiv
and Bentin, 2001), than to any other category of objects, such as
animals or cars (Carmel and Bentin, 2002; George et al., 2005;
Schindler et al., 2017). Studies suggest that the N170 is sensitive
to the realism of faces, and pictures of robots and androids
elicited smaller and delayed N170 amplitudes than pictures of
humans (Dubal et al., 2011; Urgen et al., 2012). A study by
Schindler et al. (2017) revealed an interesting relation between
amplitude and the level of stylization of a face, with stronger
reactions toward both most abstract and most realistic faces
compared to medium-stylized faces. Several findings indicated
that the N170 is also modulated by emotional content, with
larger amplitude for emotional than for neutral faces (Batty and
Taylor, 2003; Pourtois et al., 2005; Zhang et al., 2012). Moreover,
emotional effects at the N170 can be found for faces of medium
stylization (Japee et al., 2009) and even for robots with rather
schematic faces (Pessoa et al., 2005). In our study, neutral avatar
faces were perceived differently than all other stimuli and led to
significant attenuation in the N170 amplitude. It seems like this
early component reflects initial perceptual awareness of visual
stimuli and the neutral avatar face was perceived as the least “ face
like” one. The lack of N170 increase for fearful human faces is a
bit unexpected, but can be caused by different factors: The herein
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FIGURE 4 | ERD/ERS. (A) ERD/ERS by location: Event-related synchronization and desynchronization in percentage for the theta (4–8 Hz) and alpha frequency
band (8–12 Hz) for the six regional means (AT, F, C, P, O T). Statistically significant increase and decrease power are marked (∗ all p’s < 0.01). (B) Power (in dB) in
theta and alpha frequency for the four video conditions (actor: fear/neutral; avatar: fear/neutral) averaged for respective channel locations. Error bars indicate the
standard error of the mean.

chosen time window of 90 ms seems relatively broad, compared
to other studies reporting usually narrower time windows of
around 50 ms (for a review see Schindler and Bublatzky, 2020).
This time window was chosen after visual inspection of the ERP
plots where we could see a high variance between subjects with
regard to the peak timing. One explanation for that phenomenon
could be the rather big age group difference in our study (24–
62 years). It has been shown that age can have delaying and
reducing effects on the N170 peak (Daniel and Bentin, 2012) and
our rather heterogenic participant group could have a possible
effect on the peak distribution. By broadening the time window
we wanted to make sure to cover the N170, but are aware
of the threat of measuring maybe also other potentials like
the EPN (early posterior negativity), happening over the same
parieto-occipital areas. Another limiting factor poses the choice
of electrodes taken into analysis. It is still discussed where to
measure the N170 most effectively and we have just started to

begin to understand the time and spatial resolution of the N170
component. Recommendations exist to measure the N170 at
electrodes mainly in occipitotemporal (Jacques et al., 2007) and
temporo-parietal areas (Bentin et al., 1996). In this study, we
had a relatively sparse electrode distribution and couldn’t cover
the PO7/PO8 area sufficiently. We found the N170 to be most
pronounced on temporal sites and couldn’t find any reliable
effects at occipital electrodes (O1/O2). For getting more robust
information on the N170 spatial characteristics it makes sense
to include a higher density EEG for upcoming studies. It is also
worth to mention, that our trials did not include any control trials
with non-facial objects as this was not part of the scope of this
work, but we would assume that the response to the neutral avatar
face would still be more pronounced than those to any non-face
object. Interestingly we could find a difference in the emotional
condition only for the avatar but not for the actor agents. This
could suggest that the difference of emotional expression between
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fear and response in our actor stimuli material was not as obvious
as to be represented in that early ERP component. As it is not
quite clear whether the fearful faces were not “fearful” enough
or whether the neutral faces had already some kind of emotional
content in it, it would make sense in further studies to include a
third emotional condition like “happy” to elaborate on that issue.

During the later stage of the encoding of visual information,
we can see differences not only between the agents but also
between the emotional content. The N300 amplitude is known
to reflect the further evaluation of information related to the
affective valence of a face, can index processes involved in
the recognition of visual objects, and is showing its highest
amplitudes in response to stimuli rated as more activating in the
arousal dimension (Carretié et al., 1997a,b). A study by Urgen
et al. (2012) showed less pronounced N300 negativity for Android
compared to Human and Robot movements, possibly indicating a
modulation by the (in)congruence of form and motion. Debruille
et al. (2012) could find more negative N300 for a dummy face
than those to a real face photo but stated that the dummy was
already emotionally charged by its frightening look. In the present
study, we can see more pronounced negativity for the actor
agent compared to the avatar in both emotional conditions. It
seems like the actor’s faces are more engaging and higher in
arousal. We could say, therefore, that N300 reflects mainly neural
reactions associated with the arousal charge of visual stimuli.
With respect to the valence dimension, our results indicate that
activating real face stimuli evoked the highest N300 amplitudes at
frontal locations. In the later course, we can see that the neutral
avatar face is still perceived differently than the actor, but the
difference between the two emotional avatar conditions vanishes.
The N300 largely reflects the dimensionality of affective valence
(Carretie et al., 2001), and some studies found that emotional
facial expression can elicit enhanced negative N300 (Schutter
et al., 2004; Bar-Haim et al., 2005). Indeed we found a difference
in the N300 amplitudes regarding the emotional condition for
the actor agent, but in contrast, the decrease was in the neutral
condition. This effect was not visible for the avatars and an
even opposite effect can be found for the LPP. It is unclear
whether the neutral stimulus contains somehow an arousing
component but further experiments should include more stimuli
in the low-arousal extreme of the arousal dimension to get a more
detailed insight.

In general, an increased LPP amplitude is related to the
intrinsic significance of picture content (Donchin and Coles,
1998) and modulated by a general increase in arousal and
negative valence across the stimulus conditions (Schupp et al.,
2000; Leite et al., 2012). Our results show a clear increase for
avatar faces, whereas a difference in amplitudes for the emotional
aspect can only be distinguished for the human actor face.
This absence of emotional effects for the avatar condition is
in accordance with similar studies showing that attention can
distract from emotional information (Eimer and Holmes, 2007;
daSilva et al., 2016). The LPP is also highly dependent on the type
of experimental task. More pronounced effects are measurable
when attention is directed to the emotional expression or to
emotionally relevant features of a face (Rellecke et al., 2012). The
LPP is sensitive to the emotional content of various stimulus

types, including faces and even emotional scenes (Schupp et al.,
2004; Wieser et al., 2010; Schindler et al., 2017). A study by
Thom et al. (2014) found that LPP components show significantly
enhanced modulation by presented emotional scenes, relative to
face stimuli, suggesting that viewing emotional scenes results in a
more pronounced emotional experience and the difference is not
due to emotional engagement but to the valence of the stimuli.
A study by Cheetham et al. (2015) shows a consistent pattern
in the relationship between lesser degrees of human likeness
and greater arousal and more negative valence. The data show
a significantly more positive-going LPP for the avatar compared
with the human category faces, and higher LPP amplitudes have
been reported for emotional than for neutral stimuli (Flaisch
et al., 2011; Bublatzky et al., 2014), again reinforcing the role
of the LPP of reflecting higher-order evaluation and episodic
memory encoding (Schupp et al., 2006).

ERD/ERS
So far only very few studies have addressed effects of avatars
on our cortical excitability, especially when exhibiting emotional
facial expressions. Two oscillations seem to be associated with the
encoding of facial expression and facial features, the theta and the
alpha frequency band, and the extent of theta synchronization
and alpha desynchronization seem to be related to different
aspects of memory performance (Girges et al., 2014).

According to Klimesch (1999), the theta oscillation seems
to respond selectively to the encoding of new information into
episodic memory. It also reflects memory processes such as
retrieval from long-term memory and encoding into long-term
memory (Kahana et al., 2001; Klimesch et al., 2010). In the
process of encoding facial information, it seems to be also
important how “human-like” the presented face looks like. Urgen
et al. (2013) proposed that theta power would decrease as a
function of the human likeness of the observed agent. They
hypothesized that the observation of a non-human robot would
elicit a more pronounced theta activity than the observation
of a human. On the other hand, they expected the human-
like appearance of the agent would facilitate access to semantic
representations related to human action. Their results suggest
that observation of relatively unfamiliar agents could result in
greater memory processing demands (Zion-Golumbic et al.,
2010; Atienza et al., 2011) compared to a more human agent.
We can strengthen this theory with our results, but differences
between the presented agents were only measurable in the
emotional fear condition, not during the presentation of the
neutral stimuli. This would support the hypothesis that theta is
more sensitive to and involved in emotional perception but not
in face feature perception per se. Theta synchronization can be
also a marker of emotion processing. Previous studies have shown
that a difference in the amount of increase of spectral power in
theta frequency is discernable between emotional and neutral
stimuli, but it is less obvious for discriminating the valence of
emotional stimuli (Aftanas et al., 2001, 2004; Başar et al., 2006;
Knyazev et al., 2008). This implies that theta synchronization
may not be associated with a particular emotion. Rather, it
may indicate complex operations involved in the processing of
emotional information.
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The intensity of alpha desynchronization reflects general task
demands and attentional processes. It has been shown that it
is topographically widespread over the entire scalp and the
more difficult or relevant a task, the more pronounced the
amount of alpha suppression (Klimesch, 1999). In our study
the observation of human as well as the avatar faces resulted
in robust and significant attenuations in the alpha power over
all electrodes, peaking at centro-parieto sites. Our results are in
line with previous findings suggesting that an activity increase
within this region may reflect greater attentional demands to
natural facial motion (Girges et al., 2014). A difference in the
amount of alpha suppression evoked by the two agents was
discernable in the neutral condition significant on frontal, central,
and temporal sites, but not for parieto-occipital sites. Mixed
results can be found in other studies. Urgen et al. (2013) indeed
found significant desynchronization in the alpha band over
sensorimotor areas, frontal and parietal while presenting videos
of humans, androids, and robots performing smaller movements
but could not detect any differences between responses to the
presented agents. They stated that particularly the mu rhythm
over sensorimotor areas seems not to be selective only for
other humans, but showed robust and significant modulations
also during the observation of robot actions. This data also
suggests that the suppression of the mu rhythm does not seem
to be modulated by early stages of action processing as there
were no differences detectable for the visual appearance or
movement kinematics of the agents. Another study by Saygin
et al. (2012) also found no difference between human and
robot actions in the premotor cortex. Instead the parietal
cortex seemed to be sensitive to the match of the motion and
appearance of the agent, evident by significant differences in
response to the Android. Girges et al. (2014) suggesting that
the missing differentiation for the parieto-occipital areas suggest
that early visual processing remains unaffected by manipulation
paradigms. In our study, the difference between responses to
the different agents was discernable in the neutral condition.
We take this finding to suggest that alpha is mainly involved in
general attentional demands during facial information processing
and can be modulated by all stimulus types, without being
specific for emotional content. This can be underlined by the
finding that there were no differences between responses to the
emotional stimuli.

The stimuli used for the present study were unique in the way
that static images and dynamic clips of actors were transformed
into their matching avatars. The avatars included all main facial
characteristics like general symmetry, skin color, hair-style, etc.,
but without too many details on texture like wrinkles or marks.
Motion tracking was used to transfer the mimic of the actor onto
the artificial avatar face, and some of the smaller movements
that were captured got lost during that process and made the
avatar appearance more simple. The goal was to create an
artificial face close enough to the actor template, but not too
detailed to be mistaken for real faces, to avoid any uncanny
valley effect. This effect refers to unease and discomfort feelings
that people encounter when looking at increasingly realistic
virtual humans (Mori et al., 2012). As already discussed, the
fMRI study by Kegel et al. (2020) used the same dynamic

stimuli for their experiments. Participants were asked afterward
to rate the presented dynamic faces for the subjective intensity
and as expected, they rated the fearful expression as more
intense than the neutral, for both actors and avatars. Fearful
human expressions were judged as more intense than fearful
avatar expressions without any differences between the neutral
condition. Taken together Kegel et al. (2020) concluded, that
dynamic avatar expressions evoke early amygdala responses to
emotional stimuli that are comparable to those of humans, but
the artificial facial motion of those avatars is likely to be processed
differently compared to their human counterpart. Our findings
for the ERP and ERD/ERS experiments are in line with the fMRI
results as we could demonstrate that static and dynamic avatar
faces elicit cognitive processes that are different from the ones
elicited by real human faces, and the quality of emotional content
does not seem to be identical for the two agents.

Overall, we demonstrated that artificial avatar faces elicit
neural effects that are different from the ones elicited by real
faces. This was true, although the avatars were replicas of
the human faces and contained similar characteristics in their
expression. Human interactions with actors and avatars generate
different internal responses. However, we believe that despite
these potential limitations the use of avatars still offers benefits for
further experiments on face perception and emotional encoding
and also for the various commercial and public applications. We
recommend that one has to take into account, that depending on
the overall goal the optimal design of the avatar will differ.
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Başar, E., Güntekin, B., and Öniz, A. (2006). Chapter 4 principles of oscillatory
brain dynamics and a treatise of recognition of faces and facial expressions.
Prog. Brain Res. 159, 43–62. doi: 10.1016/S0079-6123(06)59004-1

Başar, E., Schmiedt-Fehr, C., Öniz, A., and Başar-Eroğlu, C. (2008). Brain
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