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Many researchers and clinicians in cognitive neuroscience hold to a modular view of

cognitive function in which the cerebral cortex operates by the activation of areas

with circumscribed elementary cognitive functions. Yet an ongoing paradigm shift to a

dynamic network perspective is underway. This new viewpoint treats cortical function

as arising from the coordination dynamics within and between cortical regions. Cortical

coordination dynamics arises due to the unidirectional influences imposed on a cortical

area by inputs from other areas that project to it, combined with the projection reciprocity

that characterizes cortical connectivity and gives rise to reentrant processing. As a result,

cortical dynamics exhibits both segregative and integrative tendencies and gives rise to

both cooperative and competitive relations within and between cortical areas that are

hypothesized to underlie the emergence of cognition in brains.

Keywords: cerebral cortex, interareal interaction, neuronal communication, event-related potential, local field
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A shift to the dynamic network perspective is underway in cognitive neuroscience (Bressler and
Kelso, 2001). Although neuroscience has made spectacular progress in the information-processing
analysis of feedforward processes and input-output relations in the peripheral and central nervous
system, it has lagged in understanding the well-documented reciprocal coupling of cortical
neuronal structures. In the cerebral cortex, different areas are typically connected by unidirectional
axonal pathways, with a projection in one direction reciprocated by a projection in the other
direction. This reciprocal coupling provides new insights in cognitive neuroscience (Kelso et al.,
2013; Razi and Friston, 2016), propelling a complex systems approach to the fore and playing
a key role in understanding. Reciprocal coupling also proves to be essential in the fields of
systems, cognitive, and social neuroscience. Feedback coupling among the component parts of a
complex system supports the coordination of those parts and the emergence of a wide variety of
nonlinear system behaviors (Bressler and Kelso, 2001). When coordination changes over time,
the formation and dissolution of large-scale collective functional entities in the brain becomes
possible (Kelso, 2014). Such large-scale, context-sensitive collectives underlying cognitive function
are variously called neurocognitive networks (Bressler, 2008; Meehan and Bressler, 2012) or
coordinative structures (Kelso, 1995, 2014; Kelso et al., 2013).

A paradigm shift appears underway in cognitive neuroscience that mirrors the emerging
science of coordination dynamics (Kelso, 1992; Kelso and Haken, 1995; Tognoli and Kelso, 2009).
Coordination dynamics provides a unifying framework for understanding the neurophysiological
mechanisms underlying the integration and segregation of cortical areas in large-scale networks.
A goal of coordination dynamics is to identify the key variables of coordination (defined as a
functional and/or task-dependent ordering among context-sensitive interacting components) and
their dynamics (rules that govern the stability and change of coordination patterns), and the
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nonlinear coupling among components that gives rise to them
(Kelso, 1995, 2012; Kelso et al., 2013). In the context of cognitive
neuroscience, the aim of coordination dynamics is to understand
the functional interactions within and between different areas of
the brain in relation to cognitive task performance (Bressler and
Kelso, 2001).

Our approach is to identify neural components that are
involved in a cognitive task, and to investigate how they change
their relationships during task execution. The architectonically-
defined area is taken to be the appropriate cortical component
because long-range (white matter) axonal tracts are organized
at the level of areas. The functional organization of the cortical
area encompasses the interactions of neurons and glia in the
local microcircuitry and neuronal populations in the local
mesocircuitry. Cortical areas are treated as collections of locally
interacting neuronal populations receiving inputs from, and
sending outputs to, other areas. Of course, the internal dynamics
of each cortical area influences the way it interacts with other
areas (Bressler, 1995). Although we are sympathetic to the idea
that neuronal communication operates in the cortex by means of
principles of coherence (Singer, 1994; Fries, 2005), we emphasize
that the concept of “communication” implies that one area acts
as a sender that transmits a message to another area acting as
a receiver, and that the receiver does not additionally act as
a sender. Such single-direction interaction is very rare in the
cortex, if it occurs at all (Bressler, 1987a,b). In general, like the
component processes involved in behavior itself (Kelso et al.,
2009, 2014; Dumas et al., 2014), cortical areas interact with each
other reciprocally.

We consider the issue of how interareal cortical interactions
lead to the emergence of cognition in real time. To speak to
this aim, we investigate the large-scale cortical coordination
dynamics that underlies the dynamics of cognition. As in any
complex system, cortical coordination dynamics depends on
the changing interdependency of cortical areas. Approaching
the question of cortical interactions in this way allows us to
utilize general coordination principles from the science of self-
organization and pattern formation in open, nonequilibrium
systems. These principles bring to bear the language and tools of
coupled nonlinear dynamical systems for describing how cortical
coordination patterns are initiated, and then persist, adapt and
evolve in time (Schoner and Kelso, 1988; Kelso, 1992, 1995;
Haken, 1996).

Central to the science of self-organizing coordination
dynamics is the order parameter, or “collective variable,” that
may uniquely define the relationship among a dynamical system’s
interacting components. In the brain, coordination dynamics
displays both functional and context specificity. At the level
of large-scale function, interareal relative phase (i.e., between
neuronal populations in different cortical areas) is a crucial
collective variable because relative phase dynamics captures the
coordination among cortical areas. We emphasize that a number
of different experiments using a variety of imaging modalities
have demonstrated that relative phase in the cortex persists over
time and then changes abruptly at state transitions (Fuchs et al.,
1992, 2000; Kelso et al., 1992; Wallenstein et al., 1995; Mayville
et al., 1999; Meyer-Lindenberg et al., 2002; Jantzen et al., 2009).

This and related phenomena have led to proposals that the
cortex undergoes characteristic sequential neurocognitive states
as specific behaviors unfold (Freeman, 2006; Rabinovich et al.,
2012).

Complex cognitive functions are known to be globally
organized in the brain, but to also arise from elemental functions
that are locally organized (Luria, 1980). Cortical function reflects
both these global and local organizational aspects. What is
beginning to be appreciated is that this duality fundamentally
derives from the cortex functioning as a complex system with
metastable coordination dynamics. The dynamics of metastable
systems is characterized by both integrating and segregating
tendencies acting in a highly complex, but balanced, interplay
(Kelso, 1992, 2000; Tononi et al., 1994; Friston, 1997; Bullmore
and Sporns, 2009; Deco et al., 2011; Tognoli and Kelso,
2014). Metastability is able to account for phenomena in the
brain that have been described using ideas on self-organized
instability (Solé et al., 2002; Friston et al., 2012), chaotic
itinerancy (Breakspear, 2001), self-organized criticality (Shew
et al., 2011), and multistability (Braun and Mattia, 2010); see
also (Shanahan, 2010). Furthermore, metastability predicts the
winnerless competition described in (Rabinovich et al., 2012).

The simplest, most pared-down mathematical description of
coordination dynamics is a theoretical model of coordinative
interaction in a (nonlinearly) coupled system of (nonlinear)
oscillators. Called the HKB model, it was originally introduced
as a theoretical explanation of: (1) the formation of ordered
states of bimanual coordination between rhythmically moving
limbs (treated as nonlinear oscillators); (2) the multistability of
those states; and (3) the switching among coordinative states
shown to be due to symmetry breaking instability (Kelso,
1995). The original HKB model described fundamental features
of self-organization such as multistability, phase transitions,
and hysteresis common to behavioral and neural systems
(Haken et al., 1985; Schoner and Kelso, 1988). The model was
later extended to include a noise term representing stochastic
fluctuations (Schoner et al., 1986) and frequency differences
between the interacting components (Kelso et al., 1990). This
extended HKB model embodies a law of coordination that
applies to many systems and may be said to be universal, hence
independent of the specific structure of any particular system.
The condition of special interest for cortical dynamics, called
“broken symmetry,” occurs when the oscillatory components
have different intrinsic frequencies (Kelso et al., 1990). This
condition is crucial for producing the metastable dynamics
that arises when cortical oscillators interact with each other
(Kelso, 1992; Kelso and Haken, 1995; Bhowmik and Shanahan,
2013; Tognoli and Kelso, 2014). The HKB model extension
(Kelso et al., 1990; Kelso, 1992, 1995) shows how the balance
between interdependence and independence produces the
relative coordination that is characteristic of normal cortical
function. Relative coordination—so named by the behavioral
physiologist von Holst (1939/1973)—provides cortical function
with a flexibility that enables it to adapt to cognition’s changing
contingencies (Figure 1).

Metastability provides a dynamical explanation of “relative
coordination,” and is proposed here to underlie the dynamics
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FIGURE 1 | Coordination dynamics of a coupled dynamical system. The coordination dynamics is represented by the relation between the relative phase of the

coupled components 8, and its first time derivative φ̇ (vertical axis). It is captured by the extended HKB model, which generated these graphs. Thick solid and broken

lines correspond to attractive and repelling fixed points of the dynamics. At the left, the symmetric condition is shown with parameter δω = 0.00. At the right is the

broken symmetry condition with parameter δω = 0.50. Slices through the surface in the broken-symmetry case show different dynamics, depending on the control

parameter, k. For high values of k, representing a low frequency (long period) of oscillation, two stable fixed points near 8 = 0◦ and 8 = 180◦, and two unstable fixed

points, appear. For intermediate values of k, one stable fixed point disappears in a saddle-node bifurcation. For low values of k, the remaining stable fixed point

disappears the same way. Metastable, intermittent dynamics is observed for low values of k: although there are no longer any fixed points, there is still attraction to the

remnants of the previously stable states (Modified figure reproduced with permission from Kelso, 1994).

of cortical function (see also Kelso, 2001, 2008). Relative
coordination allows competition between the tendency of system
components to maintain their unique spatiotemporal properties
(autonomy) and the opposing tendency to cooperate to produce
a unified functioning system (Kelso, 1995).

One way that relative coordination has been studied is by
research on “intermittent dynamics” (Kelso and de Guzman,
1991), in which the changing strength of relative coordination
in a system is tracked over time. The degree of coordination
often remains weak for a long time, only to then suddenly
become stronger. The system’s intermittent relative phase
distribution contains all possible phase values, but these values
are concentrated around specific (preferred) phase relations.

The event-related local field potential (LFP) reflects the
cortical activity most relevant to interareal cortical relative
coordination. The LFP signal derives from extracellular field
current flow generated by a neuronal group’s synchronous
dendritic activity in a cortical tissue volume (Pfurtscheller, 1992;
Lopes da Silva, 2013). The LFP does not preserve specific
contributions of the group’s individual neurons, but it does
reveal their common activity, important for understanding the
cortical area interactions. Evidence suggests that axonal pulse
transmission between areas is organized at the neuronal group
level, not at that of the single neuron (Edelman, 1978; Bressler,
2015). The LFP itself is not transmitted between areas, but
rather reflects the interareal coordination brought about by
pulse activity. Generated by postsynaptic dendritic activity in
a neuronal group, the LFP reflects the summation of synaptic

inputs received by the dendrites of the neurons in the group, and
the summed axonal pulses of the group. The LFP thus reflects
the influence that one cortical area exerts on one another. The
extracranially recorded EEG andMEG signals are directly related
to the intra-cortical LFP signal, and cortical LFP oscillations
are directly related to a variety of different cognitive processes
(Cavanagh and Frank, 2014; Voytek and Knight, 2015).

The extended HKB model is informative about the dynamic
behavior of interacting cortical areas. It suggests that the relative
phase of LFPs from different cortical sites can be treated
as an order parameter. It seems plausible that the cortex
operates under the broken symmetry conditions described above
because different cortical areas have characteristic spatiotemporal
properties such as oscillation frequency (Hutcheon and Yarom,
2000; Kelso, 2001, 2008). Transmission delays between cortical
areas accentuate broken symmetry, as do other interareal
influences related to cognitive factors such as intention, learning,
memory, and the influence of the environment (Kelso, 1995).

Monkey studies demonstrate that relative coordination is
a hallmark of interareal relations in the cortex. During task
performance, LFP recordings are made from chronic or semi-
chronic microelectrodes in the cerebral cortex (Bressler et al.,
1993; Brovelli et al., 2004; Salazar et al., 2012). To track the
evolution of task processing, parametric models are derived from
the LFPs with high temporal precision, and spectral coherence
is computed from the models. Spectral coherence measures LFP
relative phase consistency (or phase synchronization), it serves
to index interareal relative coordination. Coordination dynamics
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encompasses interareal synchronization. Specifically, interareal
cortical coherence undergoes rapid transitions between low and
high values, reflecting partial synchronization of cortical sites,
without locking in global synchronization.

The partial interareal phase synchronization (partially
consistent relative phase relation) during task processing
indicates cortical involvement in neurocognitive function.
Salazar et al. (2012) discovered a consistent relative phase
relation between lateral prefrontal and posterior parietal cortical
areas during the delay period of a delayed match-to-sample task
that was specific to the content of working memory. Brovelli
et al. (2004) found that elevated coherence is supported by both
feedforward and feedback causal influences between cortical
areas, and that coordination dynamics can vary considerably
across a cortical network. Site pairs from different cortical
areas have different coordination dynamics, and contribute
differentially to ongoing cognitive function. Many site pairs do
not become coordinated in the task while others do, underscoring
the selective nature of cortical coordination dynamics.

Complex cognitive function typically involves the
participation of areas distributed across the cortex (Goldman-
Rakic et al., 1992; Fuster, 1997; Mesulam, 1998; McIntosh, 1999).
Our proposal is simply that large-scale relative coordination
is an emergent property that crucially contributes to cognitive
function by metastably integrating and segregating the activities
of distributed cortical areas. The integration of cortical areas
depends on their anatomical interconnection by high-velocity
cortico-cortical and subcortical pathways (LaBerge, 1990; Llinas
et al., 1991; Felleman and Van Essen, 1991; LaBerge et al.,
1992; Phillips et al., 2016). The anatomical basis for large-scale
cortical segregation derives from the fact that cortical areas
are preferentially sequestered as a part of functional systems
(Van Essen and DeYoe, 1995). Given the high level of interareal
cortical connectivity, we envision that cortical areas are able to
(re-)arrange themselves quickly in a large variety of coordinated
configurations. Cortico-cortical connectivity suggests that
cortical area activity may become coordinated with activity
in other connected areas. The cortex may thus organize itself
in any configuration within an enormous space of possible
configurations.

Consistent coordination of a set of cortical areas in cognitive
processing means that those areas comprise a “coordinated
network” or coordinative structure. Such coordinated networks
are predicted to exhibit high LFP coherence among their
component areas. However, not all areas will be coherent at
exactly the same frequency or relative phase value. Evidence
from a number of different functional systems exists for
the participation of cortical areas in coordinated networks.
Coordination is observed as coherence, i.e., relative phase
synchronization among network sites, with relative phase varying
across the network (Brovelli et al., 2004; Salazar et al., 2012).
The observation of consistent relative phase relations between
cortical areas affords a stronger interpretation of their functional
significance, indexed in terms of temporally specific coordination
states, than does the observation of areal co-activation by
(temporally diffuse) imaging techniques. The large-scale cortical
network that is relatively coordinated corresponds to the

“functional cluster” (Tononi et al., 1998; Zemanova et al., 2006).
Similar dynamic entities have also been observed by task-related
functional connectivity analysis of human fMRI BOLD data (Di
et al., 2015).

The cortex has been observed to undergo transitions among
metastable coordination states when a subject switches from one
processing stage to another (Freeman, 2006) or from one mode
of behavior to another (Fuchs et al., 1992; Kelso et al., 1992). In
the former, the system is proposed to remain in a coordination
state for only a fraction of a second, with transitions occuring
even more rapidly. We further propose that during transitions
the cortical system rapidly breaks functional couplings within
one set of areas and establishes new couplings within another
set. This flexibility, manifest as relative coordination and
underpinned by metastable coordination dynamics, allows the
same area to engage in different functions at different stages of
processing. The underlying dynamics also permits the system
as a whole to switch rapidly between different functions
through the reorganization of component areas into different
coordinated networks. Nonparticipating areas supporting one
coordination state may be recruited into, or selectively engaged
in a coordinated network during the transition to another
coordination state. Each recruited area affords the possibility
of further transitions to new states because it can engage or
disengage other areas with which it is connected (Kelso, 1994).

Coordination dynamics also has implications for computation
in the cortex. A large number of competing constraints act on
a cortical area, and these constraints must be rapidly resolved.
Several authors suggest that the cortex satisfies constraints by a
relaxation process in which it settles into a globally consistent
state that satisfies the multiple constraints on its interacting
component areas (Goldman-Rakic et al., 1992; Duncan et al.,
1997; Mesulam, 1998; Duncan, 2013; Buckholtz et al., 2015). The
network units in artificial neural networks have access to each
other’s responses and adjust their own responses accordingly.
Relaxation processes allow the network to converge to a global
result simply by way of local interactions (Churchland and
Sejnowski, 1994). Most current artificial networks, however,
become trapped in a stable state (fixed point or limit cycle) as
a result. The cortex, we postulate, avoids becoming trapped in
a stable state by the flexibility of its coordination state: cortical
areas reconcile their competing constraints by changing their
relative coordination. Relative coordination should be seen as a
tendency for cortical areas to become coordinated without them
becoming fully coordinated in a fixed phase relation. Relative
coordination thus prevents the cortex from becoming locked in
stable coordination states (Kelso, 1992, 1995).

A distinct advantage of relative coordination is that it creates
context for computations in a large-scale network’s coordinated
areas by way of coordinated network interactions (Phillips and
Singer, 1997; Bressler and McIntosh, 2007; Mante et al., 2013;
Coen-Cagli et al., 2015). The local creation of computational
context thereby dynamically bestows adaptability upon the
cortical mechanisms of cognition. Visual cortical neurons, for
example, are modulated by many contextual factors (Moran and
Desimone, 1985; Phillips and Singer, 1997; Coen-Cagli et al.,
2015), possibly enabling the formation of novel groupings in

Frontiers in Neuroscience | www.frontiersin.org 4 September 2016 | Volume 10 | Article 397

http://www.frontiersin.org/Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Neuroscience/archive


Bressler and Kelso Coordination Dynamics in Cognitive Neuroscience

visual perception (Bressler, 1996; Watt and Phillips, 2000; Piëch
et al., 2013; Chen et al., 2014). The modulation of local pattern
formation by re-entrant processing in a coordinated large-scale
network means that network neurons can rapidly adapt to a
host of computational contingencies, not just in vision but in
all cognitive functions. And, as large-scale coordinated networks
dynamically evolve in cognition, re-entrant interactions allow
neuronal adaptation to dynamically evolve as task contingencies
change.

In computational terms, states of the cortical system are often
considered as “solutions” to the problem of adapting to whole-
brain processing requirements (Zucker, 2012). On the other
hand, if the cortical system operates, as we propose here, in
the metastable regime of its dynamics, then, strictly speaking,
the “solutions” do not take the form of asymptotically stable
states. Rather, they are states of relative coordination. This
means that the “solution” is able to change from moment to
moment, adaptively evolving with the ongoing reorganization of
coordinated networks. In this process, those areas that can resolve
the constraints imposed on them, and thus manifest cognitively
consistent spatial activity patterns, become instantaneously
engaged in a coordinated network, while those areas that
cannot are temporarily excluded from the network. This process
of adaptive pattern constraint may underlie the formation
of coherent movements and percepts as mutual constraint
satisfaction powerfully determines the behavior of the entire
cortical system.

According to the present proposal, the cerebral cortex
critically contributes integration to cognition by combining and
reconciling inputs to multiple areas from a multitude of sources.
It also contributes segregation by allocating a diversity of tasks
to different areas. By rapidly balancing these integrative and
segregative functions, the cortex therebymaintains currency with
the environment. We argue that metastability, emerging in large-
scale coordinated cortical networks, allows network areas to
interact while maintaining a degree of independence. By means
of metastable coordination dynamics, relative coordination gives

cognition the capacity for rapid and fluid change, without the

coordinated network ever needing to relax into a stable state.
Such change is highly adaptable. The transient, conjoint

coordination of groups of distributed cortical areas comprising
large-scale networks can allow individual local-area spatial
activity distributions to converge to cognitively consistent
patterns, thereby satisfying global computational demands. This
computational strategy is extremely flexible, allowing each
participating local area to act as a unique source of input for
the large-scale network, and different combinations of areas to
compute together in real time. The context for computation
in each area of the large-scale network is dynamically created
by virtue of the combined constraints imposed on it. The
result is an enormous computational advantage for perceptual
(Phillips and Singer, 1997) and motor (Wise et al., 1997)
operations (see also Habenschuss et al., 2013). Through the
relative coordination of cortical areas, governed by metastable
coordination dynamics, these processes are effectively combined
with others into coherent, global functions that give unity to
cognition.
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