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Background: The novel coronavirus disease 2019 (COVID-19) has been spread widely

in the world, causing a huge threat to the living environment of people.

Objective: Under CT imaging, the structure features of COVID-19 lesions are

complicated and varied greatly in different cases. To accurately locate COVID-19 lesions

and assist doctors to make the best diagnosis and treatment plan, a deep-supervised

ensemble learning network is presented for COVID-19 lesion segmentation in CT images.

Methods: Since a large number of COVID-19 CT images and the corresponding lesion

annotations are difficult to obtain, a transfer learning strategy is employed to make up for

the shortcoming and alleviate the overfitting problem. Based on the reality that traditional

single deep learning framework is difficult to extract complicated and varied COVID-19

lesion features effectively that may cause some lesions to be undetected. To overcome

the problem, a deep-supervised ensemble learning network is presented to combine

with local and global features for COVID-19 lesion segmentation.

Results: The performance of the proposed method was validated in experiments with

a publicly available dataset. Compared with manual annotations, the proposed method

acquired a high intersection over union (IoU) of 0.7279 and a low Hausdorff distance (H)

of 92.4604.

Conclusion: A deep-supervised ensemble learning network was presented for

coronavirus pneumonia lesion segmentation in CT images. The effectiveness of

the proposed method was verified by visual inspection and quantitative evaluation.

Experimental results indicated that the proposed method has a good performance in

COVID-19 lesion segmentation.

Keywords: under CT imaging, deep learning, COVID-19 lesion segmentation, deep-supervised ensemble learning

network, transfer learning, local and global features
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INTRODUCTION

Since the end of 2019, acute infectious pneumonia characterized
by novel coronavirus disease 2019 (COVID-19) infection has
been rapidly spread in the world, posing a huge threat to the lives
of people (1). The outbreak of pneumonia caused by COVID-19
infection has been identified by theWHO as an emergency public
health event of international concern, the number of patients
with COVID-19 is rapidly growing in the world (2). So far, the
cumulative confirmed cases of COVID-19 in the world exceeded
200 million, and the cumulative deaths reached 3.6 million. The
early symptoms of pneumonia are not obvious but are strongly
infective. It has caused huge economic losses to society and
aroused wide concern in the world (3, 4).

The difficulty of prevention and treatment of COVID-19
has put forward urgent requirements to the research of rapid
diagnosis methods. The prevention and control measures of
early diagnosis, early isolation, and early treatment for patients
with COVID-19 are one of the most effective strategies to solve
the pneumonia epidemic (5). However, widely used nucleic
acid testing and specific antibody detection technologies have
several disadvantages, such as lagging, long time consuming, low
detection efficiency, and serious risk of missed detection (6). As
one of the most effective lung imaging modes, CT has the ability
to identify the changes in lung lesions and pathological features
in patients with COVID-19 (7, 8). Therefore, a large number of
researchers have designed many different deep learning models
to assist clinic doctors in the rapid diagnosis of COVID-19 in CT
images (9).

Traditional methods achieve the purpose of different semantic

segmentation tasks by extracting features of the target objects
(10–12), but the segmentation performance was not good

enough. To overcome the problem, various deep learning

frameworks have been proposed to effectively segment the target
objects (13). It could be divided into four classifications, deep-
supervised learning, semi-supervised learning, weakly supervised
learning, and unsupervised learning approaches in COVID-19
lesion segmentation. Compared with traditional methods, the
segmentation performance has been largely improved by deep
learning networks (14–16).

Although deep learning frameworks can achieve a good
performance in COVID-19 lesion segmentation, they required
a lot of data and the corresponding data annotations (17).
To solve the problem, data augmentation is one of the most
common operations, which can generate large amount of data
through rotation, scaling, clipping, and transposing. However,
using only data augmentation may cause some lesions to
be undetected. Therefore, many advanced strategies, such as
transfer learning, multi-task approach, and attention mechanism
have been proposed to improve the performance of COVID-
19 lesion segmentation. Based on this theory, a multi-task
approach was designed by Yazdekhasty et al. to reach the purpose
(18), it had a good performance in lacking data and model
generalization. Using a different strategy, Wang et al. integrated
with transfer learning, UNet model, and multi-task learning to
improve the segmentation performance of COVID-19 lesions
(19). Recently, an attention mechanism (19, 20) was employed

to make up for the shortcoming of partial information missed
caused by convolution operation in deep learning networks. To
further improve the segmentation performance, semi-supervised
learning strategies were proposed to train mounts of pseudo
annotations. Based on this strategy, Zhao et al. presented
a randomly selected propagation strategy to improve the
segmentation performance of COVID-19 lesions (21). Similarly,
Abdel-Basset et al. proposed an innovative semi-supervised few-
shot segmentation method for COVID-19 lesion segmentation
from a few amounts of annotated lung CT images (22). Existing
supervised and semi-supervised methods require mounts of
voxel-based annotations in the training stage (23). Unfortunately,
it is difficult for clinicians to precisely annotate COVID-19
lesions due to the complex structural changes and blurred
boundary information (24). To overcome this problem, mounts
of weakly supervised methods have been proposed to segment
COVID-19 lesions. The advantage of the weakly supervised
approaches is that it can replace the complicated COVID-19
lesion labels with simple ones for training. Based on this strategy,
Yang et al. presented a weakly supervised method based on a
generative adversarial network (GAN) to improve the accuracy
of COVID-19 lesion segmentation (25). A generator was adopted
to remove lesions and generate healthy slices from input
images, while a discriminator was used to force the generator
to generate more accurate results with mounts of image-level
annotations. The method was improved by Laradji et al. (26),
where they utilized two encoder-decoder frameworks with shared
weights. The first one encoded the original images, and the
point annotations were treated as the corresponding supervised
term. While the second one encoded the original image with
geometric transformation, and the outputs of the first one with
geometric transformation were regarded as the corresponding
supervised term. Similarly, Wu et al. proposed a new 3D active
learning framework called COVID-AL to segment COVID-19
lesions with volume-annotations (27). Recently, Wang et al.
proposed a weakly supervised deep learning framework for
COVID-19 lesion segmentation (28). First, a pre-trained UNet
is applied to remove unrelated tissues for lung segmentation.
Subsequently, the segmented lung is fed into the designed
DeCoVNet to acquire the COVID-19 lesion feature map. Finally,
a class activation mapping algorithm and a 3D connected
component algorithm were combined for COVID-19 lesion
localization. The fatal flaw of the deep supervised approach,
semi-supervised approach, and weakly supervised approach is
that mounts of data labels are required to supervise the training
model in the training stage. Whereas data annotations need
clinical experts to spend a lot of time to annotate it. Different
from the above deep learning approaches, the unsupervised
approach has a good performance in objects segmentation
without any annotated labels. To alleviate the burden of data
annotation, Yao et al. designed an unsupervised NormNet model
to distinguish COVID-19 lesions from complex lung tissues (29).
Based on the observation that parts of tracheae and vessels
exhibit strong patterns, a three-stage (random shape, noise
generation, and image filtering) strategy was used to generate
lesion shape for subsequent segmentation. Taking the difference
between COVID-19 lesions and other tissues into consideration,
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TABLE 1 | Coronavirus disease 2019 (COVID-19) lesion segmentation with different methods.

Methods Advantages Disadvantages

Deep-supervised learning Yazdekhasty et al. (18) Good performance in sufficient data

and model generalization

Mounts of voxel-based Data

annotationWang et al. (19)

Gao et al. (20)

Semi-supervised learning Zhao et al. (21) Good performance in lacking data Parts of voxel-based Data

annotationAbdel-Basset et al. (22)

Weakly supervised learning Yang et al. (25) Class annotation Poor segmentation in small

lesionsLaradji et al. (26)

Wu et al. (27)

Wang et al. (28)

Unsupervised learning Yao et al. (29) No data annotations Bad performance

a novel method named NormNet based on generative adversarial
networks was presented for COVID-19 lesion segmentation.
Unfortunately, the unsupervised NormNet model had a bad
performance than some supervisedmethods. The advantages and
disadvantages of different types of deep learning methods are
summarized in Table 1.

Motivated by the fact that different deep learning methods
have their own unique advantages, these advantages can be
fused using a deep-supervised ensemble learning network to
improve the COVID-19 lesion segmentation results in CT
images. Unfortunately, the specific deep learning framework may
take up more time and space.

In this study, a deep-supervised ensemble learning network
is proposed for COVID-19 lesion segmentation in CT images.
To alleviate the overfitting problem on small datasets, a transfer
learning strategy is used to acquire initialization parameters
with better feature performance. Subsequently, an enumeration
grid model is exploited to estimate the optimal weights
for multiple deep learning model integration. In particular,
we pay special attention to the COVID-19 lesion and its
boundary segmentation, which can illustrate the effectiveness
of the proposed method. Compared with several methods, the
proposed model has a good performance in COVID-19 lesion
segmentation in CT images.

MATERIALS AND METHODS

In this study, we presented a deep-supervised ensemble learning
network as an alternative model to segment COVID-19 lesions
compared with several models in publicly available datasets.
Visual inspection and quantitative evaluation were established in
this study to verify the proposed ensemble learning network.

Evaluation Criteria
To illustrate the validation of the proposed method, an IoU
criterion and F1-measure (10) are applied to verify the good
performance. As shown in Figure 1, annotations A are divided
into false negative (FN) and true positive (TP), whereas
predictions B are divided into TP and false positive (FP). In
which, TP is the common region between annotations A and

FIGURE 1 | An intersection over union (IoU) criterion.

predictions B. Therefore, the mathematical description of IoU,
precision (P), recall (R), and F1 can be defined as follows:

IoU =
TP

TP + FP + FN
(1)

P =
TP

TP + FP
(2)

R =
TP

TP + FN
(3)

F1 =
2× P × R

P + R
(4)

In other words, the greater proportion of the common region
between annotations and predictions, the greater IoU and F1
values will be. The smaller proportion of common region
between annotations and predictions, the smaller IoU and F1
values will be. Especially in the case with small COVID-19
lesions, IoU has a strong ability to illustrate the effectiveness
of the proposed method. Additionally, the F1-measure criterion
denotes the similarity between annotations and predictions.

As we all know that IoU and F1 pay more attention to the
regional sensitivity of image segmentation, but the description
of the segmentation boundary is also important. To further
illustrate the effectiveness of the proposed method, Hausdorff
distance is employed to evaluate the validation of the deep
learning framework. The Hausdorff distance from annotations A
to predictions B can be defined as
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FIGURE 2 | Hausdorff distance.

h(A,B) = max
a∈A

{

min
b∈B

{

d(a, b)
}

}

(5)

Where h(A,B) is the Hausdorff distance from A to B, d(a, b) is
the distance between point a and point b. In which, point a and b
are belonging to A and B, respectively. To illustrate the distance
between A and B, a more general definition would be:

H(A,B) = max
{

h(A,B), h(B,A)
}

(6)

As shown in Figure 2, the pink area is the annotations A,
the green area is the predictions B, and the white area is the
common region covered by both predictions A and annotations
B. Hausdorff distance measures the biggest distance from both
predictions A and annotations B to common region. To avoid the
influence of noise on Hausdorff distance, 95%Hausdorff distance
(HD95) are treated as useful values sorted from small to large. To
avoid Hausdorff distance being too large, a simple mathematical
transformation is given as:

H =

n
∑

i= 1

lg(HD95i + 1) (7)

Where i is the number of the test CT slices. In other words, the
better detection of the COVID-19 lesion boundary, the smaller
H value will be. Whereas the worse detection of the COVID-
19 lesion boundary, the larger H value will be. The evaluation
criteria IoU, F1, and H are used to evaluate the validation of the
proposed method.

Data and Annotations
We employed a dataset from the China consortium of chest CT
image investigation (30), which is a publicly available dataset.
The dataset includes 150 CT scans. In which, 750 CT slices were
selected from the dataset and annotated by four doctors with
extensive clinical experience, 400 CT slices were treated as a
training set, 200 CT slices were considered as a validation set, and
150 CT slices were used as a test set. In this work, we treated the
corresponding annotations as the ground truth.

Overview of the Proposed Method
In this article, we present a deep-supervised ensemble learning
network for COVID-19 lesion segmentation in CT images in
Figure 3. First, data augmentation is applied to increase the
training data and improve the generalization ability of the model.
Subsequently, a transfer learning strategy is employed to copy
with small datasets and alleviate the overfitting problem. Finally,
a deep-supervised ensemble learning network is presented to
combine with local and global features for COVID-19 lesion
segmentation in CT images.

Data Augmentation
Clinicians spend a great deal of time to annotate complex
structures of COVID-19 lesions, which is too expensive. In
general, data augmentation (31) is applied to process and increase
the training data to make the data as diverse as possible and make
the training model generalization ability stronger. To reach the
purpose, CT image operations, such as horizontal flip, vertical
flip, rotation, and scaling are adopted to increase training data
and the corresponding COVID-19 lesion annotations. After data
augmentation, the number of training data is varied from 400
to 4,000.

Transfer Learning
Deep learning models have been widely applied in medical
image processing (32). To acquire accurate COVID-19 lesion
segmentation results, a large amount of CT images and manual
annotations are required to adjust the parameters for the special
deep learning model. However, it is too difficult to obtain
mounts of CT images and the corresponding manual lesion
annotations. In general, the designed deep learning models
are trained with small datasets, which may lead to poor
generalization ability and serious overfitting performance. To
cope with the shortcomings, many technical means, such as data
augmentation (31), multi-task learning (33), transfer learning
(34), and attention mechanism (35) can be used to achieve the
segmentation task. In this section, a transfer learning strategy is
applied to solve the shortcomings.

It is a challenging task for doctors to manually annotate
complex and variable COVID-19 lesions. To acquire the best
parameters of the designed model with the limited COVID-19
lesion annotations, a transfer learning strategy is employed to
accurately segment COVID-19 lesions in CT images. In this,
the ImageNet dataset is treated as the pre-training dataset,
which is one of the largest image datasets in the world (36).
Whereas the EfficientNet model (37, 38) is considered as the pre-
training model. First, the model is trained with the training data
and the corresponding manual annotations to generate pseudo
annotations, it was treated as the teacher in the “teacher-student”
model. Whereas a powerful EfficientNet model is retrained by
using manual and pseudo annotations, it was considered as the
student in the “teacher-student” model. In the student learning
stage, adding noise processing is used to make the generalization
ability of students better than teachers (39). In this section, the
estimated parameters are regarded as the initialized parameters
for the deep-supervised ensemble learning network.
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FIGURE 3 | A pipeline for COVID-19 lesion segmentation in CT images.

FIGURE 4 | UNet model.

FIGURE 5 | Pyramid attention network (PAN).

Deep-Supervised Ensemble Learning
Network
Different networks have different advantages and disadvantages,
the advantages can be integrated together by effectively
integrating various networks. To acquire the best COVID-19
lesions segmentation performance, a deep-supervised ensemble
learning network is presented for COVID-19 segmentation in
CT images.

The UNet model was applied according to Su et al. and
Wang et al. (40, 41). As shown in Figure 4, the network had
three encoding and decoding blocks, respectively. Encoding
was designed using max-pooling, whereas the decoding was
performed via a deconvolution. In addition, the encoder and the
decoder were connected via skip connections.

As a second architecture, we implemented the pyramid

attention network (PAN) by Li et al. (42). Unlike the traditional
deep learning model, the basic principle of the pyramid attention

network is to effectively extract local and global features of

target objects by integrating the attention mechanism and spatial
pyramid structures. As shown in Figure 5, an encoder-decoder

scheme was adopted to locate target objects. In the encoder
module, a feature pyramid attention (FPA) was introduced to
the adopted spatial pyramid attention mechanism in the high-
level output, and the global information was applied to learn
stronger feature representation. In the decoder module, a global
attention upsample (GAU) module was applied to extract the
global information of the target objects to effectively segment
COVID-19 lesions.
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FIGURE 6 | DeepLabv3+ model.

FIGURE 7 | Feature pyramid network (FPN) model.

The third implemented architecture is the DeepLabv3+
by Chen et al. (43). As shown in Figure 6, it is the
DeepLabv3 extended version by adding a decoder module
to refine the segmentation results, especially along the novel
coronavirus pneumonia lesion boundaries. Specifically, the
Xception model was explored and the depthwise separable
convolution was applied to both atrous spatial pyramid pooling
and decoder modules, resulting in a faster and stronger encoder-
decoder network.

The fourth implemented architecture is themulti-scale feature
pyramid network (FPN) by Lin et al. (44). As shown in Figure 7,
a top-down architecture with skip connections was designed to
express high-level feature maps at all scales. Subsequently, the
semantic feature maps with different scales were integrated to
improve the segmentation performance of COVID-19.

In these deep learning networks, training was performed using
the Adam optimizer with a learning rate of 10−5, the dice loss
was considered as the loss function to express the relationship
between the predicted probabilities and the corresponding lesion
annotations. Inspired by the previous work of Golla et al. (45), we
present an ensemble module to ensemble the probability feature
maps of four networks. To give a mathematical expression:

E = w1 × E1 + w2 × E2 + w3 × E3 + w4 × E4 (8)

Where w1, w2, w3, and w4 are the weighting parameters, E1,
E2, E3, and E4 represent the predicted probabilities of PAN,
FPN, Unet, and Deeplabv3+ networks. In which, the relationship
among the weighting parameters w1, w2, w3, and w4 can be
represented as follows:
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FIGURE 8 | Weighting parameters optimization. (A) w1 = 0.0. (B) w1 = 0.1. (C) w1 = 0.2. (D) w1 = 0.3. (E) w1 = 0.4. (F) w1 =0.5. (G) w1 = 0.6. (H) w1 = 0.7.

TABLE 2 | The maximum values of Z.

Maximum points Maximum values

w3 w4 Z

0.0 0.2 0.7 0.1 54.28

0.1 0.1 0.6 0.2 56.55

0.2 0.1 0.6 0.1 108.83

0.3 0.0 0.6 0.1 44.09

0.4 0.1 0.5 0 42.54

0.5 0.0 0.5 0 40.91

0.6 0.1 0.2 0.1 40.07

0.7 0.1 0.1 0.1 39.09

0.8 0 0.1 0.1 37.40

0.9 0 0 0.1 35.81

1.0 0 0 0 35.08

Z = 108.83, is the largest values. It illustrates that the proposed method has the best

segmentation performance in this case.

TABLE 3 | Architecture parameters with different networks.

Parameters Value

Input image size 512 × 512

Output image size 512 × 512

Learning rate 10−5

Activation layers Adam

Epochs 300

Batch size 4

Loss function Dice

w1 + w2 + w3 + w4 = 1 (9)

To acquire the most effective segmentation results of COVID-19
lesions in CT images, an enumeration grid model (46) is used to
achieve the optimal weighting parameters.

Weighting parameters play an important role in COVID-19
lesion segmentation. To overcome the problem, a simple but

effective approach is designed to acquire the optimal weighting
parameters with the enumeration grid model, which is a traversal
method, it has the ability to enumerate all the parameters w1,
w2, w3, and w4. First, w1 is set to be a fixed value varied from
0.0 to 1.0, and w2 and w3 are treated as variable values. As we
all know that the sum of all the weighting parameters is 1.0, the
weighting parameterw4 is 1–w2–w3. In other words,w4 is defined
by variable w2and w3. As a result, all the weighting parameters
and the corresponding quantitative index IOU can be acquired
with the enumeration grid model. Since the IoU value difference
is very small, it is difficult to distinguish. To better distinguish
the quantitative index IoU for a good presentation, a simple
mathematical transformation is given as:

Z = log
|IoU−max(IoU)−0.0001|
9/10 (10)

As shown in Figure 8, the maximum values of Z are marked with
a red cross and the corresponding values are described inTable 2.
The optimal weighting parameters are 0.2, 0.1, 0.6, and 0.1.

Table 3 lists the architecture parameters with different
networks. The dice loss function was regarded as the loss
function. Adaptive moment estimation (Adam) was employed
for the training process, which iteratively updates different
network weights based on a publicly available novel coronavirus
pneumonia dataset. The learning rate was initialized with 10−5.
The above deep learning model was implemented in python
using PyTorch with Lenovo Ren-9000 34IMZ, GPU GFX 2060,
and CPU 32G.

RESULTS

We present a deep-supervised ensemble learning network as
an alternative model to segment COVID-19 lesions in CT
images. The segmentation performance of the proposed method
is validated in experiments with a publicly available dataset.
The effectiveness of the proposed method was verified by visual
inspection and quantitative evaluation.
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FIGURE 9 | Segmentation of COVID-19 lesions with different deep learning methods. (A) CT slice. (B) Anotation. (C) DeepLabV3+. (D) Unet. (E) PAN. (F) FPN. (G)

Linknet. (H) MAnet. (I) PSPnet. (J) The proposed method.

FIGURE 10 | COVID-19 lesion segmentation with different weighting parameters. (A) CT slice. (B) Anotation. (C) [0.2, 0.1, 0.5, 0.2]. (D) [0.1, 0, 0.9, 0]. (E) [0.4, 0,

0.3, 0, 0.3]. (F) [0.5, 0.5, 0, 0]. (G) [0.1, 0, 0, 0.9]. (H) [0, 0, 0.2, 0.8]. (I) [0, 0.7, 0.1, 0.2]. (J) [0.2, 0.1, 0.6, 0.1].

Visual Inspection
For visual inspection, we selected a typical CT slice from a public
dataset for demonstration. The CT slice, the corresponding
annotation, DeepLabV3+ (43), UNet (40), PAN (42), FPN (44),
Linknet (47), MAnet (48), PSPnet (49), and the proposed method
are displayed in Figure 9. In this, many methods (40, 43, 48,
49) used the local features to segment COVID-19 lesions, the
approaches may cause parts of small lesions to be undetected.
While parts of methods (42, 44, 47) exploited the local and
global features for COVID-19 lesion segmentation, the strategy
may cause parts of clutters to be unremoved. On the contrary,
a deep-supervised ensemble learning network is presented to
combine with the advantages of different deep learning networks
(40, 42–44) for COVID-19 lesion segmentation. As observed, the

proposed method has largely improved the segmentation results
compared with seven deep learning networks (40, 42–44, 47–
49). In other words, by using the deep-supervised ensemble
learning network, the proposed method has a good performance
in COVID-19 lesion segmentation.

To accurately segment novel coronavirus pneumonia lesions,
the enumerationmethod is applied to estimate the best weighting
parameters w1, w2, w3, and w4. In Figure 10, COVID-19 lesion
segmentation results with different weighting parameters are
displayed to evaluate the validation of the proposed method. It
can be seen that the best weighting parameters are 0.2, 0.1, 0.6,
and 0.1.

To investigate the effect of the proposed method in COVID-
19 lesion segmentation, a CT slice is chosen in Figure 11A and
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FIGURE 11 | Hausdorff distance with different methods. (A) CT slice. (B) Anotation. (C) DeepLabV3+. (D) Unet. (E) PAN. (F) FPN. (G) Linknet. (H) MAnet. (I) PSPnet.

(J) The proposed method.

TABLE 4 | The IoU values with different methods.

Method IoU F1 H

DeepLabV3+ (43) 0.7058 0.7886 99.8686

Unet (40) 0.6927 0.7720 96.9404

PAN (42) 0.7081 0.7931 97.6020

FPN (44) 0.7031 0.7881 98.9161

Linknet (47) 0.6883 0.7618 101.9168

MAnet (48) 0.6067 0.7216 112.6191

PSPnet (49) 0.6696 0.7557 104.5176

The proposed method 0.7279 0.8065 92.4604

Compared with seven methods, the proposed method has the largest IoU value 0.7279

and F1 value 0.8065, whichmeans that the proposedmethod has the best performance in

regional sensitivity of COVID-19 lesion segmentation. What’s more, the proposed method

has the smallest H value 92.4604, which indicates that the computational model has the

best performance in COVID-19 lesion boundary.

the corresponding annotation data are shown in Figure 11B.
To better illustrate the effectiveness of the proposed method,
the detected COVID-19 lesions with different methods were
magnified. As shown in Figure 11, the pink region is the
annotations, the green region is the predictions, and the white
area is the common region covered by both predictions and
annotations. In Figures 11C–J, the Hausdorff distance with
different methods are 3.6056, 3.1623, 4.1231, 4.4721, 3.6056,
32.8938, 27.5862, and 2.2361. In other words, the proposed
method has a lower Hausdorff distance than these typical
methods (40, 42–44, 47–49).

Quantitative Evaluation
We employed a dataset from the China consortium of chest
CT image investigation, the dataset includes 750 CT images.
As observed in Table 4, The IoU values corresponding to the
DeepLabV3+ (43), Unet (40), PAN (42), FPN (44), Linknet

TABLE 5 | The relationship between the weighting parameters and the IoU index.

w1 w2 w3 w4 IoU

0.1 0.0 0.9 0.0 0.6929

0.4 0.3 0.0 0.3 0.7083

0.0 0.7 0.1 0.2 0.7101

0.4 0.3 0.1 0.2 0.7108

0.7 0.1 0.1 0.1 0.7116

0.1 0.1 0.2 0.6 0.7232

0.2 0.3 0.4 0.1 0.7219

0.3 0.0 0.1 0.6 0.7150

0.5 0.1 0.2 0.2 0.7142

0.6 0.0 0.2 0.2 0.7120

0.8 0.0 0.0 0.2 0.7075

0.0 0.1 0.8 0.1 0.6951

0.2 0.0 0.7 0.1 0.7252

0.0 0.1 0.6 0.3 0.7229

0.2 0.1 0.6 0.1 0.7279

Compared with different weighting parameters, the best weighting parameters are 0.2,

0.1, 0.6, and 0.1 and the maximum IoU value is 0.7279.

(47), MAnet (48), PSPnet (49), and the proposed method are
0.7058, 0.6927, 0.7031, 0.7081, 0.6883, 0.6067, 0.6696, and 0.7279.
Whereas the F1 values corresponding to different methods
are 0.7886, 0.7720, 0.7881, 0.7931, 0.7618, 0.7216, 0.7557, and
0.8065, and the Hausdorff distance with different methods
are 99.8686, 96.9404, 97.6020, 98.9161, 101.9168, 112.6191,
104.5176, and 92.4604. Both visual inspection and quantitative
evaluation exhibited that our method can outperform these
typical methods (40, 42–44, 47–49).

The relationship between the weighting parameters and
the IoU index is shown in Table 5. Both visual inspection
and quantitative evaluation exhibited that the best weighting
parameters are 0.2, 0.1, 0.6, and 0.1.
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DISCUSSION

In this article, a deep-supervised ensemble learning network
is presented for COVID-19 segmentation in CT images,
the proposed method has many specific characteristics and
advantages. Based on the fact that a large number of COVID-
19 CT images and the corresponding lesion annotations are
difficult to be obtained, a transfer learning strategy is employed
to make up for the shortcoming and alleviate the overfitting
problem. Second, a unique ensemble module is presented to
improve the segmentation performance. While many studies use
only one neural network to segment COVID-19 lesions, which
cannot effectively discriminate COVID-19 lesions and other
unrelated structures in CT images. Third, the proposed method
is expected to preserve the completeness of COVID-19 lesions
while maximally eliminating the unrelated structures. Last, the
proposed method has a good performance in COVID-19 lesion
segmentation in CT images.

The proposed method was validated in a publicly available
dataset from the China consortium of chest CT image
investigation. Both visual inspection and quantitative evaluation
exhibited that the proposed approach could outperform
these typical deep learning networks in COVID-19 lesion
segmentation (40, 42–44, 47–49). Compared with manually
defined annotations, our methods obtained a higher accuracy
in COVID-19 lesion segmentation with an IoU index of 0.7279
and an F1 value of 0.8065 than these typical methods. In which,
many typical methods (40, 43, 48, 49) used the local features
to segment COVID-19 lesions, the approaches may cause parts
of small lesions to be undetected. While parts of methods
(42, 44, 47) exploited the local and global features for COVID-19
lesion segmentation, the strategy may cause parts of clutters to
be unremoved. On the contrary, a deep-supervised ensemble
learning network is presented to combine with the advantages
of different deep learning networks (40, 42–44) for COVID-19
lesion segmentation. In other words, the proposed method
uses weight parameters to measure the importance of local and
global features for COVID-19 lesion segmentation. While the
compared methods used only one neural network to segment
COVID-19 lesions, it may cause parts of COVID-19 lesions to
be undetected.

Compared with these conventional neural networks (40, 42–
44, 47–49), the proposed method appears more efficient on
COVID-19 lesion segmentation. This is ascribed to a well-
designed fusion of transfer learning strategy, data augmentation,
and multiple neural networks-ensemble approaches. In other
words, the proposed method outperforms the conventional
methods in that the merits of local and global features are
efficiently combined. In addition, the segmentation of COVID-
19 lesions has important clinical research significance. It can
help doctors to diagnosis COVID-19 and develop the best
treatment plan.

However, the designed deep-supervised ensemble learning
network may take up more time and space than traditional

conventional neural networks (40, 42–44, 47–49). Additionally,
based on the fact that a large number of COVID-19 CT images
and the corresponding lesion annotations are difficult to be
obtained, accurate segmentation of small coronavirus pneumonia
lesions is still a long way off.

In conclusion, a deep-supervised ensemble learning network
is presented for coronavirus pneumonia lesion segmentation in
CT images. Based on the reality that mounts of COVID-19 CT
images and the corresponding lesion annotations are difficult
to acquire, a transfer learning strategy is used to alleviate the
overfitting problem in a small dataset. Another contribution of
the proposed method concerns the deep-supervised ensemble
learning network. Using a single deep learning network, the
accuracy of COVID-19 lesion segmentation results cannot
reach a satisfactory performance. To overcome the problem,
an ensemble strategy is presented to integrate multiple deep
learning networks for COVID-19 lesion and its boundary
segmentation in CT images. Experimental results indicated that
our proposed deep-supervised ensemble learning model has
a good performance in COVID-19 lesion and its boundary
segmentation in CT images.
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