
Frontiers in Marine Science

OPEN ACCESS

EDITED BY

Pengfei Lin,
Chinese Academy of Sciences (CAS), China

REVIEWED BY

Yeqiang Shu,
South China Sea Institute of Oceanology,
Chinese Academy of Sciences (CAS), China
Zhongjie He,
Harbin Engineering University, China
Ketut Suastika,
Sepuluh Nopember Institute of
Technology, Indonesia

*CORRESPONDENCE

Xuefeng Zhang

xuefeng.zhang@tju.edu.cn

RECEIVED 16 August 2023
ACCEPTED 02 October 2023

PUBLISHED 18 October 2023

CITATION

Liu Y, Zhang X, Fu H and Qian Z (2023)
Response of sound propagation
characteristics to Luzon cold eddy coupled
with tide in the Northern South China Sea.
Front. Mar. Sci. 10:1278333.
doi: 10.3389/fmars.2023.1278333

COPYRIGHT

© 2023 Liu, Zhang, Fu and Qian. This is an
open-access article distributed under the
terms of the Creative Commons Attribution
License (CC BY). The use, distribution or
reproduction in other forums is permitted,
provided the original author(s) and the
copyright owner(s) are credited and that
the original publication in this journal is
cited, in accordance with accepted
academic practice. No use, distribution or
reproduction is permitted which does not
comply with these terms.

TYPE Original Research

PUBLISHED 18 October 2023

DOI 10.3389/fmars.2023.1278333
Response of sound propagation
characteristics to Luzon cold
eddy coupled with tide in the
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Natural Resources, Tianjin, China
The northern part of the South China Sea is a complex ocean environment with a

large range of tidal waves and the stable Luzon cold eddy, which significantly

influence the sound propagation characteristics through their impact on sound

speed. This study uses a 3D ocean-acoustic framework consisting of MITgcm

and BELLHOP ray model to investigate the coupled effects of the Luzon cold

eddy and tidal waves. Firstly, the model incorporates tidal assimilation to

reconstruct the hydrographic field and compute the sound speed field.

Subsequently, the sound propagation in a representative region in the northern

South China Sea is simulated to compare the response of sound propagation

characteristics to the Luzon cold eddy only, tide only, and the coupled effect of

both. The results demonstrate that the cold eddy shifts the location of the

convergence zone forward by over 5 km at most. Further, it also makes the

acoustic energy focus on the first few arrivals and delays the arrival time of rays by

about 0.1 s. The tidal waves intensify these effects, resulting in a further increase

of the forward distance of the convergence zone by 2-5 km and a delay in arrival

time by 0.02 s. Sound propagation in the coupled influence of these two

dynamic processes is exposed to steady perturbations from the cold eddy and

spatial-temporal perturbations from tidal waves. Themodel in this study provides

valuable insight for underwater detection and positioning in the realistic

ocean environment.
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1 Introduction

Underwater acoustics focuses on how the acoustic waves propagate in the ocean and

are impacted by the environment, to further provide the solution of practical problems. The

ocean environment is often variable in both space and time, and phenomena such as

eddies, fronts, and internal waves can make sound propagation more complex. Mesoscale

eddies are relatively large coherent rotating bodies in the ocean, and their generation is
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mostly attributed to the instability and atmospheric forcing within

the ocean. In addition to their flow characteristics, the eddies

disturb the isotherm, thus perturbing the sound speed profile (Li

et al., 2011). Internal waves are also cause of sound speed profile

disturbance (D’Asaro et al., 2007). In contrast to the spatially-

discrete distribution of internal solitary waves, the spatially-

continuous distribution of internal tidal waves, generated by

barotropic tidal flow, results in non-uniform variation of the

sound speed over the entire area (Guo and Hu, 2010). Thus,

studying the effect on sound propagation under internal tidal

waves is of significant importance.

The Luzon Strait, located in the northern South China Sea

(NSCS), possesses a distinctive meridional parallel double-ridge

structure, making it become one of the most dynamic area in the

world for generating the internal tide (Niwa and Hibiya, 2004; Jan

et al., 2008; Alford et al., 2011; Li et al., 2012; Fang et al., 2015; Li

et al., 2015; Liu et al., 2017). The generated internal tide separates

into two divisions: one propagates towards the east into the western

Pacific Ocean with a relatively weaker signal, while the other

division propagates westward, branching out into two directions.

The first branch extends northwestward toward the continental

shelf, and the second branch extends southwestward into the

interior of the SCS (Chen et al., 2018). Some observations, such

as results from the Asian Seas International Acoustics Experiment

(ASIAEX), indicate that the internal tide type prevailing in the

NSCS is predominantly diurnal, primarily exhibiting a first-mode

pattern (Duda et al., 2004; Guo et al., 2006). There are obvious

seasonal variations in the energy of the internal tide, which is most

intense in summer and tends to exhibit a first-mode pattern. In

contrast, the internal tide energy is weakest in winter and more

likely to display a second-mode pattern (Yang et al., 2009). It is

difficult for high-mode internal tide to propagate to distant regions.,

whereas low-mode internal tide can spread into the SCS and

subsequently dissipates, becoming the primary energy source for

the deep mixing processes.

Moreover, due to the semi-enclosed character of the SCS, there

are numerous eddies with complex spatial and temporal

variations. These variations arise from the unique geographical

environment, the influence of reverse monsoon forcing during

winter and summer, as well as asymmetric thermal and buoyancy

forcing (Wang et al., 2003; Lin et al., 2007). Extensive research has

revealed the presence of some stable eddies in the NSCS (Qu,

2002; Liu et al., 2006; Yuan et al., 2007). One notable example is

the cyclonic eddy found on the northwestern side of the Luzon

Strait, which frequently occurs in nearly the same location and is

commonly referred to as the Luzon Cold Eddy (LCE). Studies on

the characteristics of eddies in the SCS have shown that the

location of the LCE may be influenced by the topography and

boundary conditions of the basin (Xie et al., 2018; Chu et al.,

2020). Typically occurring during winter, the LCE has a horizontal

scale of approximately 3-4° and exhibits a central water

temperature around 3-4°C lower than its surrounding area (Liu

et al., 2006). The formation and development of the LCE are

primarily attributed to local wind stress forcing, with the Kuroshio

also exerting some influence (Wang et al., 2008; Jiang and Hu,

2010; Sun and Liu, 2011). The LCE displays an asymmetric
Frontiers in Marine Science 02
structure in terms of vorticity, vertical motion and energy

(Wang and Gan, 2014).

The study of mesoscale eddies and tide, especially internal tidal

waves on sound field fluctuation, has been a prominent research

area in underwater acoustic research for several decades. Due to the

limitation of observation methods, numerical simulation has

become a crucial approach for investigating ocean dynamics

process. Previous studies on eddies and internal waves modeling

have primarily relied on theoretical computational models

incorporating characteristic parameters. Building upon these

models, some researchers have examined the effects of these

dynamic processes on sound propagation by integrating them

with acoustic models. On the one hand, regarding eddies, Baer

(1980; 1981) investigated the horizontal and vertical refraction

effects of acoustic waves through cold-core eddy using an eddy

dynamics model in conjunction with the parabolic equation model.

Jian et al. (2009) also explored the impact on sound speed

fluctuation caused by several eddies with different characteristics

on sound propagation using an analytic eddy model and the

parabolic equation model. On the other hand, studies focusing

solely on internal tide waves are relatively scarce, with most

considering them as a type of internal wave and assessing their

impact on sound propagation. Roger and Steven (2002) developed a

comprehensive internal wave model that internal solitary waves

superimposed on a linear internal wave field. They analyzed the

variation of transmission loss with range, cross-range, depth, and

azimuth using the acoustic model. Noufal et al. (2022) analyzed the

effect of sound speed changes on sound propagation caused by low-

frequency and high-frequency internal waves in the northwestern

Bay of Bengal based on the WAVE internal wave model and the

BELLHOP ray model. It is important to note that these theoretical

models have certain limitations and may deviate to some extent

from the real ocean environment.

Recently, more attention has been paid to analyzing sound

propagation in three-dimensional baroclinic ocean simulations

using dynamic models, as opposed to theoretical models.

Regarding the influence of eddies on sound propagation, Ruan

et al. (2019) utilized the FOR3Dmodel to investigate the impact of a

cold eddy in the Luzon Strait on the convergence zone of the sound

field based on the 3-D temperature and salinity fields output from

the HYCOM model. Hassantabar et al. (2021) used high-resolution

ROMS and the BELLHOP model to discuss the effect on sound

propagation by Mediterranean eddies during different periods. As

for the influence of internal tidal waves on sound propagation,

studies based on numerical simulation results appear to be more

comprehensive and specific compared to theoretical model results.

Chang et al. (2012) used a 2-D Gaussian beam model to investigate

how the internal tide impacts sound transmission loss in the

northeast Taiwan Sea region based on the hydrographic field

output from a 1/12° 3-D baroclinic tidal model (POM). Similarly,

Hosseini et al. (2018) explored the effect on sound propagation

under internal tide by importing the simulated sound speed field

from MITgcm into the BELLHOP model and analyzed the

dependency of ray paths and transmission loss on tidal periods.

While some of the above studies have successfully obtained

hydrographic fields reflecting the 3-D complex ocean environment,
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they are primarily focused on examining the effects of individual

ocean dynamics process on sound propagation. However, the real

ocean is characterized by the mutual coupling of multiple-scale

dynamical processes. Eddies and tidal waves are widespread in the

ocean, exhibiting different spatial and temporal scales, and

simultaneously influencing sound propagation, which is

representative and significant to investigate. Therefore, in this

study, the LCE and tide in the NSCS are selected to discuss the

ocean sound propagation characteristics under the coupling of these

two dynamic processes based on numerical results, and analyze the

similarities and differences in sound propagation characteristics

when the ocean environment is coupled with both eddy and tide,

compared to environments with only eddy or only tide. By

considering the coupled ocean environment, we can gain valuable

insights into the complex nature of sound propagation and its

response to the combined effects of eddy and tide.

The structure of the article is: Section 2 presents a theoretical

introduction of the MITgcm and BELLHOP. Section 3 describes the

construction of a 3-D baroclinic ocean model and the validation

process for the LCE and tide. Section 4 shows the simulation results

and a comprehensive analysis of the sound propagation

experiments. Finally, the discussion and conclusion based on the

preceding sections are presented in Section 5.
2 Methodology

The study relies on an ocean-acoustic framework comprising two

models, which are described below in detail. The technical route

containing the model framework is depicted in Supplementary Figure 1.
2.1 Baroclinic ocean model

The ocean model MITgcm is capable of simulating various

phenomena in the ocean, ranging from hydrostatic to quasi-static

and non-hydrostatic approximations (Marshall et al., 1997), thereby

accommodating different scales of oceanic processes (https://

github.com/MITgcm/MITgcm/). Given that the water depth is

much smaller than the horizontal scale of eddies and internal

tidal waves, the hydrostatic pressure model satisfies the

simulation requirements. The governing equations for the model

are presented below.

Dvh
!
Dt

+ f k̂ � vh
! +∇hp

0 + g ∇h

�
h − heq

�
= F
!
, (1)

∂h
∂ t

+∇h∫
h
zbot vh

!dz = P − E, (2)

p0 = g∫hz
r0

r0
dz, (3)

r0 = r(q, S, p) − r0, (4)
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∂ q
∂ t

+ v! ·∇q = Qq , (5)

∂ S
∂ t

+ v! ·∇S = QS, (6)

where t is time; f  is the Coriolis parameter;   k̂ is the unit vector

in the vertical direction; vh
! is the velocity vector in the horizontal

direction; D
Dt =

∂
∂ t +~v ·∇ is the total time derivative; ∇ is the

gradient operator; h is the free sea surface level; heq is the tide

level due to the equilibrium tidal forcing; g is the acceleration of

gravity; p represents the seawater pressure; r0 indicates the standard
density of seawater; p0,  r0 are the perturbations of seawater pressure
and density, respectively; z is seawater depth; zbot is bottom depth;

P,  E  denote precipitation, evaporation, respectively; q ,  S represent
the seawater temperature and salinity, respectively; F,  Qq ,  QS are

the sum of the dissipative and external forcing terms of velocity,

potential temperature and salinity, respectively.

The eddy-resolving general circulation model driven by

atmospheric forcing is coupled with the tide model forced by

tidal generating potential. To improve the model accuracy of

barotropic tide and baroclinic tide, the tidal assimilation scheme

proposed by Fu et al. (2021) is incorporated. The process involves

deducting the average sea surface height (SSH) over a certain period

from the instantaneous SSH, thereby isolating the simulated tide

level at the present moment for each time integration step of the

model. Next, the tide level difference between the baroclinic model

and TPXO9 model is computed. This difference is then added to the

right side in the SSH control equation as an extra term, multiplied

by an attenuation factor, and used to correct the simulated SSH. The

final representation of the tide level is expressed as follows:

hnew
model−tide = hmodel−tide +   b

�
hTPXO − hmodel−tide

�

hTPXO =o
8

i=1
FiHi cos

�
si D t + V0i + Ui − Ki

� ,

8>><
>>:

(7)

where F is the amplitude factor; H is the amplitude; s is the

frequency; Dt is the current time from the starting moment of the

year; V0 is the astronomical initial phase; U is the revision angle; K

is the phase. To filter out the tide level, a time window length of 25 h

is employed, and an empirical parameter b of 0.12 (Fu et al., 2021)

is utilized. This choice aims to strike a balance between maximizing

the constraint of SSH imposed by the barotropic tide level and

preserving the perturbation signal associated with the internal tide.

Consequently, Eq. (2) of the model is modified as follows:

∂h
∂ t

+∇h∫
h
zbot vh

!dz = P − E +   0:12 ∗ hTPXO − hmodel−tideð Þ : (8)

Based on the set of control equations, the model progresses by

computing hydrological elements such as seawater temperature and

salinity for each time step. However, the seawater pressure is

generally not directly output from the model and requires

conversion using the equation proposed by Saunders (1981):

p z, fð Þ = 1
M

h �
1 − Cp(f

��
−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − Cp(f)
� �2−N · z

q i
, (9)
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where f is the latitude; Cp is the coefficient related to f; M,  N

are constant coefficients., The equation proposed by Chen and

Millero (1977) need to be used to obtain the sound speed:

c(S, q , p) = Cw(q, p) + A(q , p)S + B(q, p)S
3
2 + D(q, p)S2, (10)

where c indicates seawater sound speed; Cw,  A,  B,  D are the

coefficients. The equation is derived from the 1980 seawater state

equation promoted by UNESCO and takes into account the

hydrological characteristics specific to the study region, which

satisfies the applicable condition of the state equation.
2.2 Acoustic ray model

It is crucial to select an appropriate sound field model for

investigating the laws of sound propagation in the ocean. Therefore,

a model that can capture the complexities of the horizontal

distance-dependent ocean environment is required. In the 1980s,

Porter and Bucker (1987) introduced the Gaussian beam

approximation from geoacoustics into underwater acoustic

computations, leading to the development of the BELLHOP ray

model (http://oalib.hlsresearch.com/AcousticsToolbox/). This

model can calculate the sound field based on the given sound

speed field. Notably, it is capable of solving the sound field in the

acoustic shadow areas and focal dispersion regions, which cannot be

solved by traditional ray acoustics. Moreover, the model effectively

improves the low-frequency issues. Its advantages, including clear

physical interpretation and rapid computation speed, have made it

widely employed in range-dependent hydroacoustic propagation

modeling (Zhang et al., 2011; Yang et al., 2016; Gul et al., 2017; Jiang

et al., 2017; Cao et al., 2018; Li et al., 2018; Xiao et al., 2019;

Hassantabar et al., 2021; Mahpeykar et al., 2022).

The BELLHOP model utilizes the Gaussian beam method as its

underlying approach. The Gaussian beam method replaces rays

with sound beams of a specific width, characterized by two

parameters: curvature and width. The intensity distribution of the

sound beam is presented by a Gaussian function, which equates the

sound field generated by the source to the superposition of the

energy contribution from multiple sound beams. The Gaussian

beam model simplifies the vector equation that describes sound

propagation into the ray equation and its accompanying equation:

dr(s)
ds = c(s)x(s)

dx(s)
ds = − 1

c2(s)
∂ c(s)
∂ r(s)

dz(s)
ds = c(s)z (s)

dz (s)
ds = − 1

c2(s)
∂ c(s)
∂ z(s)

,

8>>>>>>><
>>>>>>>:

(11)

where c is the sound speed; r(s), z(s) indicate the coordinates of

the ray in the column coordinate system; s represents the arc length

in the direction of the ray. Here, the auxiliary variables x(s), z (s) are
introduced to write the equation in first-order form.

A set of concomitant components p(s) and q(s) are used to

describe the curvature and width of the ray, and they form the

accompanying equation for ray tracing:
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dp
ds = − cnn

c2(s) q(s)

dq
ds = c(s)p(s)

,

8<
: (12)

where cnn is the sound speed curvature in the normal direction

of the ray path. To derive cnn, first note that the derivative of c in the

normal direction can be presented as:

cn(r, z) = cr(r, z)n(r) + cz(r, z)n(z), (13)

where n = (n(r), n(z)) is the normal of the ray and then the

derivative is repeated in the normal direction, yielding:

cnn(r, z) = crr(r, z)n
2
(r) + 2crzn(r)n(z) + czz(r, z)n

2
(z) : (14)

Combining the auxiliary variables in Eq. (11), finally yielding:

cnn = c2
∂2 c
∂ r2

z 2 − 2
∂2 c
∂ r ∂ z

zx +
∂2 c
∂ z2

x2
� �

: (15)

This curvature formula utilizes only the second-order derivative

of the sound speed concerning the coordinate r and z. In order to

determine the trajectory of each beam and the accompanying

parameters, the above equations should be discretized, initial

conditions set, and then recurse. By summing the contribution of

each beam, the distribution of the sound field can be obtained.
3 Ocean numerical modeling

3.1 Model setup

The open boundary condition in regional simulation has been a

difficult problem to solve completely. The accuracy of model results

is directly influenced by the appropriateness of the boundary

conditions, while the establishment of a global high-resolution

numerical model can place heavy demands on the computational

resources. To address this contradiction, a variable-grid model is

used to simulate the global ocean state in this study. That is, a high-

resolution grid is used in the region of interest while a low-

resolution grid is used in the region beyond, which circumvents

the complexities associated with open boundary condition and

allows for the high-resolution simulation of the region of interest.

The study focuses on a specific region on the western Luzon Strait

in the NSCS (Figure 1), which is encompassed within the encrypted

area. The horizontal resolution of model is 1/20°, providing sufficient

precision for simulating mesoscale eddies and tide. The global

domain is divided into a grid of 1384×1280 horizontal cells,

covering a latitude range from 75.25°S to 84.25°N. Vertically, the

model consists of 35 layers with increasing spacing, reaching up to

500 m near the seafloor. The time step of the model is 60 s.

Considering that the LCE is common during winter and spring, the

simulation period chosen for this study is January 1-31, 2019,

corresponding to a total of 44640 steps. The model is initialized by

CORA2.0 reanalysis (http://mds.nmdis.org.cn/), providing seawater

temperature, salinity, and current velocity. The atmospheric forcing is

from ECMWF Re-Analysis of the fifth generation (ERA5, https://

cds.climate.copernicus.eu/), which updated every 6 h. The

topography is sourced from the General Bathymetric Chart of the
frontiersin.org
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Ocean (GEBCO 2021, https://www.gebco.net/) bathymetry data with

high resolution. Additionally, the tidal generation potential of the 8

major constituents is added for forcing, which generates internal tide

through barotropic tidal flow. The harmonic constants used in the

tidal assimilation algorithm are derived from the TPXO9 model

(https://www.tpxo.net/global/tpxo9-atlas/).
3.2 Model validation

Before conducting sound propagation modeling, the presence

of the LCE and tide, including both barotropic and baroclinic tide,

needs to be validated. For this purpose, the daily average

temperature and salinity fields on January 23rd from the model

output are selected to diagnose the seawater sound speed.

Specifically, 9 depth layers of 0 m, 50 m, 100 m, 150 m, 200 m,

300 m, 400 m, 600 m, 800 m are chosen to show the 3-D sound

speed structure in the region between 14°-20°N, 115°-121°E

(Figure 2). The structure of the LCE can be observed, exhibiting

a horizontal scale of up to 400 km. The eddy core is roughly

situated in 17°N, 118°E, where the sound speed reaches its

minimum value in the region. In general, the eddy shape at a

shallow depth of 200 m is relatively obvious. With the depth

increasing, the eddy core gradually shifts, and the eddy structure

becomes less distinct.

To further examine the sound speed characteristics near the

eddy core, the sound speed anomaly is shown in Figure 3, indicating

deviations from the case without the eddy, in two mutually

perpendicular sections through the eddy core. As the depth is

slightly shallower than 100 m, the eddy shape is more obvious

near this depth (as seen in Figure 2). The largest sound speed

anomaly reaches around 16 m/s at the core, and its corresponding

latitude and longitude confirm the horizontal position of the

eddy core.

To validate the presence of tides, which are expected to be

prevalent in the study region, a harmonic analysis is performed

using the hourly SSH output from the model. The calculated

amplitude and phase distributions of the K1 and M2 constituents

are shown in Figures 4B, D, respectively, for the NSCS and the
Frontiers in Marine Science 05
eastern Luzon Strait. By comparing the result with the harmonic

constants from TPXO9 (Figures 4A, C), it can be observed that the

simulation effectively captures while retaining the expected internal

tide signal. This is evidenced by the small horizontal perturbations

in amplitude and phase, confirming the accuracy of the

tidal simulation.

As mentioned in Section 1, it is possible to extract the internal

tide signal from the variations in ocean hydrographic elements. To

further confirm the presence of internal tide in the experimental

region, the time series of the sound speed profiles at the eddy core

(17°N, 118°E) within the upper 1000 m from January 20th to 30th is

presented in Figure 5A. The fluctuations of the isosonic line induced

by the internal tide can be clearly observed, which are most

pronounced during spring tide, with amplitude reaching nearly

100 m. The periodicity of the fluctuations in the region is consistent

with the features of the diurnal tide. In Figure 5B, the perturbation

time series resulting from subtracting the 25-h running mean from

the hourly sound speed profiles at the same location is shown. The

small-scale periodic perturbations in the time series indicate the

influence of the baroclinic tide.

A comparative analysis is conducted to further validate the

accuracy of the simulated hydrographic field by comparing it with a

series of observations from a moored buoy located in the NSCS

(18˚31.180’N, 112˚30.037’E, represented by the pentagram in

Figure 1A). During the entire simulation period of January 2019,

temperature data from SBE recorded at a temporal resolution of 2

minutes and velocity data from ADCP recorded at a temporal

resolution of 30 minutes have been quality controlled and are

suitable for direct comparison.

Time-space matching between the simulation and observation

is required by filtering the higher-frequency observations to obtain

hourly data. The model result is then interpolated to the

corresponding observation position and depths. The root-mean-

square error (RMSE) is separately calculated for the temperature

and current velocity profiles at each time and depth layer, focusing

on the second half of the month when the model reaches a more

stable state. The RMSE time series (Figure 6A, depth-averaged) and

depth profiles (Figure 6B, time-averaged) demonstrate that the

RMSE of temperature (red lines) and current velocity (blue and
BA

FIGURE 1

(A) Topography of the western Luzon Strait. The blue circular area represents the LCE and the pentagram represents the observation location.
(B) Topography of the region near the LCE. The red solid circular region represents the horizontal calculation area of the acoustic model. The red
dashed line represents the two sections in 90° and 180° direction. The red dots represent the horizontal position of sound source.
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BA

FIGURE 3

Sound speed profile anomaly on (A) meridional section and (B) zonal section across the core of the eddy (118°E, 17°N).
B C

D E F

G H I

A

FIGURE 2

Sound speed around the cold eddy at (A) 0 m, (B) 50 m, (C) 100 m, (D) 150 m, (E) 200 m, (F) 300 m, (G) 400 m, (H) 600 m and (I) 800 m, respectively.
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green lines) keeps always below 0.7°C and 0.2 m/s, respectively.

These results generally confirm the accuracy of the model output.

The model result actually reflects average state over cell grids and

within time steps, therefore some high-frequency information may

be lost compared to the instantaneous in-situ observations.

Although it is reflected as the oscillations of the curves in

Figure 6, the small temperature RMSE of less than 1°C indicates

that the model result can provide reasonable data support for
Frontiers in Marine Science 07
analyzing sound propagation characteristics within acceptable

error limits.
4 Sound propagation

The sound propagation in the coupled environment of the

cold eddy and tide is investigated based on the BELLHOP model.
BA

FIGURE 5

Time series of (A) sound speed profiles and (B) sound speed perturbation profiles in the upper 1000 m at the eddy core (118°E, 17°N) from the 20th

to the 30th of January 2019.
B

C D

A

FIGURE 4

Comparison of harmonic constants between TPXO9 barotropic model and simulation result. (A) TPXO9 result for amplitude and phase of K1 constituent.
(B) Simulation result for amplitude and phase of K1 constituent. (C) Same as (A), but of M2 constituent. (D) Same as (B), but of M2 constituent.
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The calculation region is shown as the red circle in Figure 1B,

along with the corresponding distribution of water depth. The

sound source is placed at the eddy core (17°N, 118°E), and the

calculation radius covers approximately 200 km, encompassing

the extent of the cold eddy. It is important to note that the

topography on the eastern side of the region is more variable,

which poses challenges for calculation of the sound field.

Therefore, two representative sections oriented at 90° and 180°

(with due east as 0°, following referred to as section A and section

B, respectively) are primarily selected for sound propagation

analysis. On this basis, the sound source is placed at 200 m for

the convergence zone propagation pattern analysis and at 800 m

for the deep-sea channel propagation pattern analysis, respectively

(Zhang et al., 2020).

The sound speed diagnosed from seawater temperature, salt,

pressure output from the ocean model in Section 3 is the crucial

input for the model. In the environment configuration file, some

certain parameters related to the sound field calculation are set as:

water depth of 5250 m, sound source frequency of 1 kHz, density of

1.7 g/cm3, bottom sound speed of 1600 m/s, attenuation coefficient

of 0.6 dB/l (Li et al., 2019), elevation angle fan from -18° to 18°. The

model output comprises sound pressure, ray and eigen ray traces,

signal amplitude and arrival time structures, and allows for the

calculation of transmission loss. To maximize the effect of tide on

sound propagation, the experimental period is chosen to encompass

the peak amplitude of the tidal waves during high tide. Specifically,

January 23rd to 24th, which contains two tidal periods, is chosen as

the experimental period, and four moments are taken every 12 h

(8h, 20h, 32h, 44h) for sound propagation analysis. To

comprehensively explore the effects of the coupled ocean

environment, four separate sub-experiments are established, each

with distinct characteristics as listed in Table 1, and more detailed

analysis is presented below.
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4.1 Sub-experiment a (benchmark)

The first sub-experiment serves as a benchmark for the

comparative analysis of the remaining three cases. In this sub-

experiment, the ocean model is driven without incorporating the

tide generating potential forcing, while keeping other initial and

boundary conditions unchanged to obtain the sound speed field

with only the cold eddy signal (the sound speed field for sub-

experiment b). After removing the eddy signal from the sound

speed field in the experimental region, a spatial smoothing

technique known as kriging interpolation is applied. Finally, the

average sound speed field at four specific moments, which serves as

the reference background field for the four sets of experiments, is

imported into BELLHOP model.

Figure 7 shows the transmission loss in convergence zone

propagation (Figures A–C) and deep-sea channel propagation

(Figures 7D–F), respectively. It includes both the plane and

section in the 90° and 180° directions (white dashed lines in

Figures 7A, D), where the obvious convergence zone features can
BA

FIGURE 6

Validation result of simulation compared with observation. (A) RMSE time series of temperature and current velocity statistically by depth. (B) RMSE
depth profile of temperature and current velocity statistically by time.
TABLE 1 Set-up of the four sound propagation experiments.

Sub-experi-
ment

With
eddy

With
tide

Purpose

Benchmark F F
Reference for the following

experiments

Eddy-only T F
Study the effect of eddy only

without tide

Tide-only F T
Study the effect of tide only

without eddy

Couple T T
Study the effect of eddy

coupled with tide
frontiersin.org

https://doi.org/10.3389/fmars.2023.1278333
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Liu et al. 10.3389/fmars.2023.1278333
be observed. When the sound source is at 200 m, there are three

convergence zones, whereas at a depth of 800 m, there are 4-5

convergence zones. The distribution of convergence zones in the

benchmark sound field is not consistent in different directions. The

reason for that may be the irregularity of the cold eddy, which

exhibits a better shape in the shallow sea but shifts its position with

depth. As a result, after smoothing out the eddy, a more obvious

anisotropy is observed in the deep-sea environment. In this case, the

rays propagate within the sound channel from 800 m to 1500 m,

with stronger sound energy concentrated in the channel and lower

transmission loss. In addition, the 2-D sound transmission loss

pattern indicates that the sound rays are essentially spread
Frontiers in Marine Science 09
throughout the region and can effectively interact with the cold

eddy and ubiquitous internal tidal waves, which lays the

fundamental basis for subsequent analysis.
4.2 Sub-experiment b (eddy-only)

In this sub-experiment, the study is conducted using the sound

speed field affected by the presence of the LCE only, as described in

the previous sub-experiment. The distribution of sound speed

anomaly on the two sections corresponds to Figure 3, which

contains the extensions of Section A and B. For a greater
B C

D

E F

A

FIGURE 7

Sound transmission loss in the benchmark field. (A) 2-D transmission loss at 200 m when SD = 200 m. (B) 2-D transmission loss on section A when
SD = 200 m. (C) Same as (B), but on section (B). (D) Same as (A), but SD = 800 m. (E) Same as (B), but SD = 800 m. (F) Same as (C), but SD = 800 m.
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intuition of the analysis, the 1-D transmission loss curves at the

source depth for each case are presented (Figure 8), which are low-

pass filtered to eliminate the effect of some high-frequency

disturbances. When the source and receiver depth are both 200 m

(Figures 8A, B, convergence zone propagation), the convergence

zone in the calculated region exhibits a maximum forward shift of 5

km. This shift is attributed to the lower temperature around the core

of the cold eddy, which increases the refraction of rays towards this

region. The conclusion is consistent with the results of previous

studies (Jian et al., 2009; Li et al., 2011; Ruan et al., 2019; Xiao et al.,

2019; Chen et al., 2019; Zhang et al., 2020). However, when the

source depth is 800 m (Figures 8C, D, deep-sea channel

propagation), the shift decreases to 3 km in section A, while

almost reaches 15 km on section B, which can be explained in

two ways. On the one hand, the cold eddy is of smaller intensity and

the position of the eddy core has shifted at 800 m, leading to a

smaller forward shift compared to that in the convergence zone

propagation pattern at 200 m. On the other hand, the black curve

representing the benchmark on section B (Figure 8D) demonstrates
Frontiers in Marine Science 10
a greater backward shift compared to that on section A (Figure 8C),

which aligns with the explanation in sub-experiment a, resulting in

the abnormally large forward shift on section B.

Next, an analysis of the multipath arrival structure is conducted

(Figure 9), focusing on the two cases with a source depth of 200 m

and 800 m, respectively. Firstly, the effect on the amplitude is

discussed (Figures 9A–D). At the depth of 200 m, the ray is

significantly affected by the cold eddy, resulting in certain groups

of arrival structures being enhanced while the amplitude of the

remaining arrival structures is smaller. However, this difference is

less obvious at the depth of 800 m. Consequently, the cold eddy has

a discernible impact on the energy distribution of each group of

arrival structures in sound propagation, leading to a more

concentrated energy distribution on a few arrival structures.

An analysis combined with the arrival angle (Figures 9E–H)

reveals that in the presence of the cold eddy, the amplitude and

reception angle of the first few groups of arrivals differ significantly

from the benchmark field, while the other arrivals tend to overlap

each other. As the arrival time increases, the grazing angle gradually
B

C

D

A

FIGURE 8

Comparison of 1-D transmission loss of sound propagation from the core of the cold eddy and in the benchmark field when when (A) SD = RD =
200 m on section A, (B) SD = RD = 200 m on section B, (C) SD = RD = 800 m on section A, (D) SD = RD = 800 m on section B (RD receiver depth).
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increases from less than 15° to nearly 20°. This suggests that the

smaller grazing angle of the first few arrivals compared to the later

groups may be the reason for their greater susceptibility to the

influence of the cold eddy. In addition, it is obvious that the arrivals

are delayed compared to the corresponding benchmark arrivals due

to the cold eddy, although the magnitude of the delay is not

significant, reaching about 0.1 s.
4.3 Sub-experiment c (tide-only)

The sound speed field of this sub-experiment is obtained by

adding the tide signal, derived from the difference between the

sound speed field with and without the tidal generation potential

forcing, to the benchmark sound speed field in sub-experiment a.

Therefore, it is considered to contain only the disturbance of the

tide without the cold eddy. As mentioned earlier, the motion of the

tidal waves in the sound propagation process is ignored and it is

assumed to be “frozen” in time due to the long period of the

astronomical tide. Four specific moments are selected as the

background sound speed field, which is imported into BELLHOP

for sound propagation analysis. The 1-D transmission loss curves at

two source depths are also presented for comparison (Figure 10).

Under the influence of the tide, the transmission loss curves

fluctuate periodically. The red curves (representing t1 and t3) and

the blue curves (representing t2 and t4) correspond well to each

other, reflecting the tidal periodic characteristics in the sea. To

further explore the reason for the variation in transmission loss, the

sound speed difference between the field with tide and

the benchmark field in sub-experiment a is made, resulting in the

sound speed anomaly at four moments on sections A and B
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(Figure 11). The anomaly corresponds to the periodic variations

in the transmission loss. Moreover, regardless of the input

background sound speed field at any given time, the convergence

zone shifts forward to some extent, primarily due to the rise of the

isosonic plane, indicating that the sound speed anomaly is generally

negative throughout a tidal period. It could be attributed to the cold

advection caused by tidal current, indirectly leading to a reduction

of sound speed in the region. This effect incorporates the

contribution of both barotropic tide and internal tide. The overall

impact is similar to that caused by the cold eddy, leading to a similar

result as observed in sub-experiment b, although the intensity is not

as pronounced. When the source is at 200 m, the maximum forward

distance in the calculated region is about 2.5 km. However, when

the source is at 800 m, the forward distance can reach about 5 km,

which is probably due to the larger amplitude of the internal tidal

waves at greater depth compared to shallow seas (Figure 5A).

It is worth noting that regardless of whether the source is at 200

m or 800 m, the red curves for t1 and t3 appear ahead, while the

blue curves for t2 and t4 lag behind at section A. However, at section

B, the order of these two types of curves is reversed. It seems to

indicate the opposite characteristics of the sound propagation

fluctuations caused by the tidal waves at the same moment on the

two sections, which can be explained by the distribution of the

sound speed anomaly on the sections. Figure 11 indicates the sound

speed anomaly is predominantly positive at t1 and t3 on section A,

while they are mostly negative at t2 and t4. Conversely, the pattern

on section B is opposite. It can be attributed to the spatial

propagation of the tidal waves. As for t1 and t3, section A may

experience low tide while section B encounters high tide. The

situation is reversed at t2 and t4, resulting in an interesting

“rising and falling” pattern. This results in an increase in the
B

C

D

E

F
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H

A

FIGURE 9

Comparison of arrival structures of sound propagation from the core of the cold eddy and in the benchmark field, including arrival amplitude when
(A) SD = RD = 200 m on section A, (B) SD = RD = 200 m on section B, (C) SD = RD = 800 m on section A, (D) SD = RD = 800 m on section B and
receive angle when (E) SD = RD = 200 m on section A, (F) SD = RD = 200 m on section B, (G) SD = RD = 800 m on section A, (H) SD = RD = 800
m on section B..
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B

C

D

A

FIGURE 10

Comparison of 1-D transmission loss of sound propagation in the background field with tide at four moments and in the benchmark field when (A)
SD = RD = 200 m on section A, (B) SD = RD = 200 m on section B, (C) SD = RD = 800 m on section A, (D) SD = RD = 800 m on section B.
B C D

E F G H

A

FIGURE 11

Sound speed anomaly in section A at (A) t1, (B) t2, (C) t3, (D) t4, and section B at (E) t1, (F) t2, (G) t3, (H) t4, respectively.
Frontiers in Marine Science frontiersin.org12

https://doi.org/10.3389/fmars.2023.1278333
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Liu et al. 10.3389/fmars.2023.1278333
convergence zone forward distance of about 2-3 km at high tide

compared to that at low tide.

The same analysis of the multipath arrival structures is

performed. Figures 12A, B, E, F correspond to the signal

amplitude and arrival angle at 200 m, respectively. Figures 12C,

D, G, H correspond to the signal amplitude and arrival angle at 800

m, respectively. Due to the periodicity of the tide, the arrivals that

are one tidal period apart exhibit better alignment. Additionally, it is

evident that, similar to the cold eddy environment, the tide also

affects the energy distribution of the arrivals within each group

during sound propagation. It is reflected by a greater concentration

of energy on a few specific arrivals, especially in the convergence

zone propagation pattern where the arrival angles are smaller. It can

also be inferred that the smaller grazing angle contributes to the

stronger influence of the tide on the first few groups of arrivals.

Regarding the influence of the tidal waves on the delay of acoustic

signal arrivals, regardless of the input background sound speed field

at any given time, the arrivals experience only a limited delay, and

the magnitude of the delay remains small. It is not as obvious as in

sub-experiment b. The order of the red lines representing t1 and t3

and the blue lines representing t2 and t4 on the two sections

remains opposite, which corresponds to the pattern observed in

the transmission loss curves and further reflects the spatial

propagation characteristic of the tidal waves. This characteristic

leads to the periodic fluctuation of the acoustic signal.
4.4 Sub-experiment d (couple)

The sound speed field used in this sub-experiment is the

baroclinic field obtained directly from numerical simulation,

representing the complex ocean environment resulting from the
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interaction of the LCE and tide. Similar to sub-experiment c, the

motion of the tidal waves during sound propagation is neglected,

and the sound speed field at the same four moments is selected for

the sound propagation analysis. For comparative analysis, the

transmission loss curves at the source depth are given as

well (Figure 13).

In general, the convergence zone of the sound field at each

moment still shifts forward compared to the benchmark

background field. Compared to when only the cold eddy is

present, the maximum distance of the convergence zone at the

two source depths increases by about 2.5 and 5 km, respectively,

which is attributed to the perturbation of sound speed field by the

tide. Furthermore, the solid and dashed curves of the same color still

exhibit good agreement, and the phenomenon of the red and blue

curves having opposite order on the two sections reappears. This

observation aligns with the pattern observed in sub-experiment c,

which is closely related to the spatial propagation characteristics of

the tidal waves.

Next, the multipath arrival structures in the coupled

environment are analyzed. The amplitude and arrival angle of

the acoustic signal at two source depths and two sections are

present in Figures 14A-D and Figures 14E-H, respectively. The

acoustic energy continues to be converged in the first few groups

of arriving structures, which is consistent with the findings from

sub-experiments b and c, indicating the combined effect by cold

eddy and tide. Except for the first few groups, the received angles

of the later groups are extremely similar, from which the

propagation delay of the acoustic signal can also be observed.

Since both the cold eddy and tide contribute to the delay of the

acoustic signal arrival, with the coupling of these two dynamic

processes, the delay becomes more noticeable, especially high tide

moments (t2 and t4 for section A, t1 and t3 for section B). In
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FIGURE 12

Comparison of arrival structures of sound propagation in the background field with tide at four moments and in the benchmark field, including arrival
amplitude when (A) SD = RD = 200 m on section A, (B) SD = RD = 200 m on section B, (C) SD = RD = 800 m on section A, (D) SD = RD = 800 m on
section B and receive angle when (E) SD = RD = 200 m on section A, (F) SD = RD = 200 m on section B, (G) SD = RD = 800 m on section A, (H) SD =
RD = 800 m on section B.
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general, the impact of the cold eddy on the arrival structures is

more significant compared to that of tide, where the tide serves as

a periodic, small-amplitude perturbation of the sound field.
5 Conclusion

The purpose of the research is to investigate the sound

propagation characteristics in a region under the coupled influence

of eddy and tide, which has received limited attention in previous

research. Initially, the LCE and tide field near the study region during

January 2019 are reconstructed based on MITgcm. Subsequently,

based on the hydrographic field from the 3-D baroclinic tide model,

the sound speed field is calculated using an empirical formula. After

applying spatial smoothing and other necessary operations, the

benchmark, eddy-only, tide-only, and coupled sound speed fields

are obtained, which are then imported into the BELLHOP model for

deep-sea sound propagation simulation.
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Two cases are examined in this study, with the sound source at

200 m and 800 m, respectively. The focus is on two sections crossing

the core of the cold eddy. The results indicate that both cold eddy

and tide can influence the sound speed profile, causing the

convergence zone to shift forward and closer to the source. In

the complicated ocean environment where both phenomena exist,

the effect on the convergence zone is more significant. Since the

fluctuation of the tidal waves on the sound speed profile is periodic,

the contribution to the forward shift of the convergence zone of the

sound field varies at different times during the tidal period. The

maximum forward shift occurs when the sound speed profile is

most significantly elevated during high tide, resulting in the

strongest ability to focus acoustic energy. At its peak, the

convergence zone further shifted forward by about 2-3 km

compared to low tide. Additionally, considering that tidal waves

propagate at a specific spatial scale in the ocean, the fluctuation by

tide varies at different locations even at the same time. This is

reflected in the experiments as the opposite effects of high and low

tide in the two sections.
B

C
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A

FIGURE 13

Comparison of 1-D transmission loss of sound propagation in the coupled background field at four moments and in the benchmark field when (A)
SD = RD = 200 m on section A, (B) SD = RD = 200 m on section B, (C) SD = RD = 800 m on section A, (D) SD = RD = 800 m on section B.
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The modeling results of the multipath arrival structure

demonstrate that the rays of the first few arrivals usually

propagate at smaller grazing angles, resulting in more frequent

interactions with eddy and tidal waves. As a result, the rays of the

first few arrivals were often more significantly affected compared to

those of the later arrivals. This indicates that the energy tends to be

more concentrated in the first few arrivals of the sound field.

Furthermore, both the cold eddy and tide contribute to the delay

of most arrivals. In the environment simulated in this study, the

coupled influence of these two dynamic processes can cause a

maximum delay of approximately 0.12 s in the arrivals.

Considering the periodicity and spatial correlation of the tidal

waves, the delay at the same position varies slightly at different

times, corresponding to the rise and fall of the tide. The delay is

more significant during high tide compared to low tide. At the same

moment, the amplitude of the tidal waves varies at different

positions, resulting in variations in the time delay. This pattern is

in agreement with the spatial and temporal variation observed in

the 1-D transmission loss curve. In summary, the effect of tide on

sound propagation could be considered as a new spatial and

temporal disturbance superimposed on the stable disturbance

caused by the LCE.

The results in this study primarily show the effect of the LCE

and tide on sound propagation in the real ocean. Future work

should focus on examining the long-term evolution of the LCE.

Additionally, it is important to explore the contributions of other

small or mesoscale processes in ocean sound propagation. This

study serves as a reference for sound propagation modeling

considering ocean dynamic mechanisms. Furthermore, a potential

development in the future is the creation of an online coupled

ocean-acoustic model. Such a model would be tailored for
Frontiers in Marine Science 15
underwater detection and localization purposes, providing quasi-

real-time or forecasted acoustic field information in a real

ocean environment.
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FIGURE 14

Comparison of arrival structures of sound propagation in the coupled background field at four moments and in the benchmark field, including arrival
amplitude when (A) SD = RD = 200 m on section A, (B) SD = RD = 200 m on section B, (C) SD = RD = 800 m on section A, (D) SD = RD = 800 m
on section B and receive angle when (E) SD = RD = 200 m on section A, (F) SD = RD = 200 m on section B, (G) SD = RD = 800 m on section A, (H)
SD = RD = 800 m on section B.
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