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Underwater wireless sensor networks (UWSNs) are the primary enabling

technology for the Internet of underwater things (IoUT), with which all

underwater objects can interact and communicate. In UWSNs, localization is

vital for military or civilized applications since data collected without location are

meaningless. However, accurate localization using acoustic signals in UWSNs is

challenging, especially for received signal strength (RSS)-based techniques. The

adverse effect of hybrid loss (path and absorption loss) and stratified propagation

may severely impact localization accuracy. Even though some schemes have

been proposed in the literature, the accuracy is unsatisfactory. To this end, this

study proposes a coarse-to-fine localization method (CFLM). The problem is

reformed into an alternating nonnegative constrained least squares (ANCLS)

framework, where a constrained ellipse adjustment (CEA) using block principal

pivoting is proposed to obtain the coarse estimation. A refined step using a Taylor

series expansion is then further presented, in which a corrected solution is

acquired by iteration. Additionally, this study derives the Cramér-Rao lower

bound (CRLB) to evaluate the proposed method. Simulation results show that

the proposed CFLM improves the localization accuracy by up to 66 percent

compared with weighted least squares (WLS), privacy-preserving localization

(PPSL), two-step linearization localization approach (TLLA), particle swarm

optimization-based (PSO) localization, and differential evolution-based (DE)

localization under different scenarios.

KEYWORDS

target localization, underwater wireless sensor networks (UWSNs), received signal
strength (RSS), stratification effect, Cramér-Rao low bound (CRLB)
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1 Introduction

The Internet of underwater things (IoUT) is an emerging

technology for ocean exploration (Pei et al., 2023). All underwater

objects in IoUT enable interconnections with each other and pass on

the sensing data to users of interest (Jiang et al., 2023). For instance,

underwater nodes, including autonomous underwater vehicles (as

targets) and stationary nodes on the seabed, sense data and forward it

to buoys using wireless links. Then the data are further transmitted to

satellite or coastal users, as shown in Figure 1. In what concerns

IoUT, underwater wireless sensor networks (UWSNs) are the

enabling technologies to ensure stable nodes’ communication and

information interaction (Ahmad et al., 2021; Ahmad et al., 2022a).

There are several ways for underwater communications in UWSNs,

including acoustic, radio, and optical signal-based techniques (Khalil

et al., 2021; Islam et al., 2022). It is worth noting that acoustic signal-

based schemes are generally considered a priority in underwater

communications since they can propagate long distances (Ahmad

et al., 2022b; Aman et al., 2023).

In UWSNs, accurate location information is essential to several

applications, including military or civilized missions (Chen et al.,

2022; Han et al., 2022a; Han et al., 2022b; Li et al., 2022a; Weiss

et al., 2022; Chen et al., 2023). However, acquiring the target

location underwater is infeasible because global positioning

system (GPS) signals suffer from severe attenuation (Mei et al.,

2022b). Therefore, underwater localization techniques have been

extensively investigated (Zhang et al., 2019; Zhao et al., 2020; Luo

et al., 2021; Mei et al., 2023; Sathish et al., 2023). Tons of localization

methods have been developed, including time of arrival (TOA),

time difference of arrival (TDOA), angle of arrival (AOA), and

received signal strength (RSS)-based techniques (Luo et al., 2021). It

should be noted that RSS-based techniques have gained substantial

attention because they are cost-effective and synchronization-free

compared with TOA-, TDOA-, and AOA-based approaches (Saeed

et al., 2019; Mei et al., 2020b; Mei et al., 2021; Li et al., 2022c).
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However, obtaining accurate locations using RSS-based methods is

challenging. Even though some approaches have been proposed in

the literature (Mei et al., 2020a; Luo et al., 2021; Li et al., 2022b; Mei

et al., 2022b), the accuracy is not satisfactory, especially when

suffering from hybrid loss (path loss and absorption loss) and

stratified propagation simultaneously.

Therefore, this study develops a coarse-to-fine localization

method (CFLM) using RSS information. The localization problem

is reshaped into an alternative nonnegative constraint least squares

(ANCLS) framework, in which a compensated ray-tracing model

with RSS information is established. A constrained ellipse

adjustment (CEA) is proposed based on block principal pivoting,

with which the potential coarse estimation is filtered and exchanged

from one group to another within the constraint. In addition, a

Taylor series expansion method is further proposed in the second

step of CFLM, in which an iteration acquires a corrected solution.

The main contributions of the paper are as follows:
1. The study presents a novel CFLM that integrates the CEA

technique and a first-order Taylor series expansion to obtain

more accurate location information than existing methods.

2. An RSS-based CRLB considering hybrid loss and

stratification effect is derived to serve as a benchmark for

evaluating the performance of an estimator.

3. Simulations are carried out in different scenarios to

demonstrate the outperformance of CFLM compared

with some localization methods.
The remainder of this paper is organized as follows: In Section

2, the paper illustrates some related works of underwater

localization in UWSNs. The problem with RSS measurement is

formulated under the stratification effect in Section 3. Section 4

demonstrates the CFLM, while the CRLB is derived in Section 5.

Section 6 discusses the comprehensive simulations and results.

Finally, Section 7 concludes the study.
FIGURE 1

Systematic structure of IoUT.
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2 Related works

Underwater localization is a challenging task that has drawn

much attention in the literature (Luo et al., 2021). It has been

proved that range-based methods can obtain more accurate location

information than ranged-free techniques (Mei et al., 2022b). Thus,

the range-based scheme is considered the priority when localization

accuracy matters in the mission. In the range-based scheme, the

localization contains 1) ranging acquirement and 2) solution

acquisition. The former is calculated based on the time flight,

array angle, or signal intensity, while the latter is generally solved

by algorithms (Wu et al., 2018).

Compared with the ranging acquirement, algorithmic

performance improvement is an efficient way to upgrade

localization accuracy (Chang et al., 2019). The authors (Menaka

and Gauni, 2022) presented an energy-free heuristic neural network

(HNN) localization approach that combines the long- and short-

term memory (LSTM) methods and particle swarm optimization

(PSO) with a repeated iterative technique (RFT) to achieve

minimum localization error. The authors (Strumberger et al.,

2019) have proposed the improved tree growth algorithm (TGA)

and the elephant herding optimization (EHO) for localization,

wherein a dynamic behavior and a limit control parameter were

introduced in TGA and EHO, respectively. Similar metaheuristic

methods have been developed for localization in the area of interest

(Derrac et al., 2011; Miao et al., 2021; Bacanin et al., 2022).

However, the localization accuracy is modified at the cost of

tremendous particles or iterations, which may need extra

computational time for calculation (Sharma and Gupta, 2020).

Analytical methods can achieve a closed-formed solution

without particles than metaheuristic methods. Moreover,

efficiency can significantly improve (Su et al., 2020). To mention

a few, (Li et al., 2020) studied a majorization-minimization-based

underwater localization using TDOA measurements, wherein the

target location was determined through a three-step operation. (Jia

et al., 2023) investigated the motion effect for locating a target using

an AOA-based technique, wherein a computationally attractive

closed-form estimator was derived. (Li et al., 2023) have proposed

a novel localization framework based on the track-before-detect

(TBD) theory using TOA measurements.

In contrast to TDOA, AOA, and TOA-based methods, there is

no need for RSS-based techniques to address time synchronization

and array equipment (Mei et al., 2022a). In this case, an upsurge of

interest has been taken to the RSS-based approaches in underwater

localization. To name a few, Mei et al. (2022a) investigated the

optimal deployment of autonomous surface vehicles (ASVs) to

minimize underwater localization errors. Pourkabirian et al.

(2023) have proposed a semidefinite programming (SDP) method

to mitigate errors caused by path loss. Mei et al. (2020a) studied a

localization scheme with hybrid loss, including path and absorption

losses. They reconstructed the localization problem as a generalized

trust region subproblem and presented an absorption mitigation

technique. Mahmutoglu and Turk (2019) proposed an absorption

mitigation method using RSS information using a differential

operation to improve localization accuracy.
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As mentioned above, research has been investigated under the

straight propagation assumption. Nevertheless, acoustic signal

propagation may suffer from the stratification effect caused by

underwater heterogeneity (Berger et al., 2008). The stratification

effect has been proven to degrade localization accuracy significantly

(Han et al., 2018). Poursheikhali and Zamiri-Jafarian (2021)

developed an array-RSS localization method based on an iterative

algorithm to mitigate the errors caused by inhomogeneous

underwater media. Yan et al. (2021) investigated underwater

localization using RSS information with a malicious anchor

detection strategy under a stratification effect. (Zhang et al., 2016)

have verified the stratified propagation impacts on localization

accuracy via simulation results.

Unfortunately, these studies considered either hybrid loss or

stratification effects. Hybrid loss and stratification effects were rarely

considered simultaneously, posing a challenge in acquiring accurate

location information. Moreover, the existing methods could not

achieve satisfactory localization performance under the stratified

propagation and severe path and absorption loss. The paper studies

the localization algorithm under the negative factors in this case.

The problem is formulated as an ANCLS framework after a

linearization manipulation. Then, a block pivoting principle-based

CEA is proposed to acquire the coarse estimation, in which the

solution is filtered by constraints from one group to another. The

study develops a refined step based on the first-order Taylor

expansion series to refine the solution further. The final solution

is obtained by iteration, which CRLB also validates in simulations.

3 Problem formulation

In this section, the study first investigates the measurement

model by the RSS-based technique. The model is then expanded to

the scenario with stratified propagation.
3.1 Received signal strength model

This study considers a three-dimensional UWSN containing N

anchor nodes with known locations and a target whose position

needs determining. Suppose that the position of the ith anchor node

is ai = ½ai1, ai2, ai3�T , where i = 1,⋯,N  and the target position is

x = ½x1, x2, x3�T .
T represents the transpose operation. This study assumes that

the target can transmit an acoustic signal with RSS information to

the anchors (Mei et al., 2020a).

Pri = P0 − 10a log10
di
d0

− af di + gi, (1)

where Pri denotes the received signal power of the i
th anchor node

from the target, P0 is the transmit power, a represents the path loss

exponent, di is the distance between the ith anchor and target, d0 is the

reference distance (1 m), gi is the shadowing noise modeled as a

Gaussian distribution with zero mean and variance s 2
i , and af is the

absorption coefficient obtained from Thorp’s formula (Stojanovic and

Preisig, 2009) according to
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af =
0:11f 2

1 + f 2
+

44f 2

4100 + f 2
+ 2:75� 10−4f 2 + 0:003, (2)

where f is the frequency.

A standard RSS-based terrestrial localization scheme is

developed using af = 0 . In practice, the frequency at which the

acoustic system operates in UWSNs varies from 10 kHz to 1000

kHz, where the corresponding af can be 0.001 dB/m to 0.32 dB/m

(Stojanovic and Preisig, 2009).
3.2 Ray-tracing length under
stratification effect

In contrast to terrestrial environments, acoustic signals do not

propagate straightly owing to stratification. The travel length is

prone to an arc, as shown in Figure 2 (Yan et al., 2021). Moreover,

the localization accuracy may degrade if directly using the straight

propagation line (Mei et al., 2022b). Accordingly, a compensated

model using Snell’s law is used (Zhang et al., 2020) such that

cos q
C(z)

=
cos qx

C(x3)
=
cos q i

C(ai3)
= k,   qx , q i ∈ −

p
2
,
p
2

h i
, (3)

where qx and q i are the corresponding angles to the target and

ith anchor, respectively, k is a constant, zrepresents the depth

information, and

C( · )is the function of sound speed following the isogradient

model (Su et al., 2022) such that

C(z) = ϑz + b, (4)

where ϑ is the steepness of the sound speed profile (SSP), and b

is the speed of sound on the ocean surface.

From Figure 2, we also have

∂ r =
∂ z
tan q

, ∂ l =
∂ z
sin q

,  and  ∂ t =
∂ l
C(z)

, (5)
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where r denotes the horizontal range following r = rx − ri =ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(x1 − ai1)

2 + (x2 − ai2)
2

p
, l denotes the ray-tracing length, and t

represents the travel time.

The following expression is obtained by exploiting derivates

with respect to

z and

q , i.e

∂ z = −
1
ϑk

sin q   ∂ q : (6)

Taking the integral and replacing (6) with (5), the underwater ray-

tracing length, considering an isogradient SSP, can be expressed as

li = −(ϑx3 + b)
qx − q i

ϑ cos qx , (7)

where qx and q i are further expressed as qx = b0 + a0 and q i =

b0 − a0 w i t h b0 = arctan½(ai3−x3) (rx−ri)

� � a n d b0 = arctan½
0:5ϑ(rx−ri) ½b+0:5ϑ(ai3+x3)�

� � , respectively.
The compensated model is then derived, and the distance

between the

ith anchor and target can be acquired using the ray-tracing

length. To this end, the RSS-based measurement model in (1) is

then further transformed into

Pri = P0 − 10a log10
li
d0

− af di + gi : (8)
4 Proposed method

This section illustrates the proposed method, where the

localization problem is transformed into an ANCLS framework

first. Subsequently, a coarse estimation method based on block

principal pivoting is presented. A Taylor series expansion approach

is further developed using a linearization operation to refine

the solution.
4.1 Alternative nonnegative constrained
least squares framework

Let ci = af li, and provide the observation vector P = ½Pri�T .
Then the probability density function (PDF) can be expressed as

p(Pjx) =
YN
i=1

1ffiffiffiffiffiffiffiffiffiffiffi
2ps 2

i

p exp
Pri − P0 + 10a log10

li
d0
+ ci

2s 2
i

( )
(9)

By maximizing the PDF, the maximum likelihood (ML)

estimator can be derived as

x̂ = argmin
x

o
N

i=1

Pri − P0 + 10a log10
li
d0
+ ci

2s 2
i

( )
(10)

where x̂ is the estimate.
FIGURE 2

Example of a stratification effect scheme.
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However, solving the problem in (10) accurately is challenging

owing to its high nonconvexity. Thus, the problem is then

transformed into an ANCLS framework.

Let s i = s . By applying the transformation and linearization

manipulation, the problem in (10) can be converted into

x̂ = argmin
x

o
N

i=1
d010

ki − ∥ x − ai ∥ð Þ2, (11)

where ki =
P0−Pri−ci

10a , and ∥ · ∥is the ‘2norm.

After squaring the range, (11) can be rewritten as

x̂ = argmin
x

o
N

i=1
d2010

2ki − c + 2aTi x − ∥ ai ∥
2� �2

, (12)

where c = ∥ x ∥2.
Given

x = ½x1, x2, x3, c�Tas the estimated parameter, the localization

problem can be transformed into

x̂ = argmin
x

∥Wx −H ∥2, (13)

where

W =

−2aT1 1

 ⋮ ⋮

−2aTN 1

2
664

3
775and H =

d2010
2k1 − ∥ a1 ∥2

⋮

d2010
2kN − ∥ aN ∥2

2
664

3
775 (14)

With the constraint of x, i.e., x ≥ 0, the original problem in (10)

can be reformed into the ANCLS framework, as shown in (13), with

a single right-hand side (RHS) vector (Kannan et al., 2018).
4.2 Coarse estimation by CEA

Assuming that the matrix W has a full column rank, the

problem in (13) is strictly convex because

WTW is positively definite. An optimal solution is acquired

when it satisfies the Karush–Kuhn–Tucker (KKT) optimality

condition, expressed as
y = WTWx −WTH, (15)

x, y ≥ 0, (16)

xjyj = 0,  j = 1,⋯,M, (17)

where Mis the number of estimated variables (blocks) in x.
To obtain a feasible solution in (13), the index set f1,⋯,Mgis

split into two groups, Hand C, such that H ∪ C = f1,⋯,Mgand
H ∩ C = ∅. In addition, xH, xC , yH, and yC are defined as subsets

of variables with corresponding indices and WH and WC are the

submatrices of W with corresponding column indices.

At the initiation, let

H = ∅ ,

C = f1,⋯,Mg , and

xC = yH = 0 . Accordingly, (17) holds for any values of

xH and
Frontiers in Marine Science 05
yC . A complementary basic solution

(xH, yC) that can be acquired by (18) and (19) is feasible

only when

xH ≥ 0 and

yC ≥ 0 . Otherwise,

(xH, yC) is infeasible.

xH = argmin
xH

∥WHxH −H ∥2 : (18)

yC = WT
C(WHxH −H) : (19)

If

(xH, yC) is infeasible, an updated procedure must be

manipulated by exchanging variables for which (16) does not

hold. This study defines an index set as

F = j ∈ H : xj < 0
� �

∪ j ∈ C : yj < 0
� �

: (20)

Accordingly, a variable

xj with
j ∈ F is an infeasible variable. The updated rule of

H and

Ccan be expressed as

H = (H −R) ∪ (R ∩ C), (21)

C = (C −R) ∪ (R ∩ H), (22)

where R is the nonempty subset, such that R ⊂ F .

Notably, a cycle or failure to find an optimal solution may occur

during the updated procedure. Therefore, a backup rule should be

adopted to ensure a finite termination, which can be expressed as

R = j : j = max j ∈ Ff gf (23)

In addition, this study defines variable D as a buffer in the

updated procedure. The value of D is reduced by 1 if the updated

round increases the number of infeasible variables. When D is zero,

the backup rule is used, such that the number of infeasible variables

is smaller than the lowest value and stored in b . The procedure for

coarse estimation is as follows: |F| denotes the number of variables

at each iteration, and D = 3 is suggested by (Cimini and Bemporad,

2017) to accelerate the convergence.

Pseudocode of Coarse Estimation by CEA

1. Calculate the RSS measurements.

2. Reshape the localization problem into the ANCLS framework.

3. Initialize: H = ∅, C = f1,⋯,Mg , x = 0 , y = −WTH , D = 3 , and b = M + 1.

4. Compute xHand yCaccording to (18) and (19).

5. While (xH , yC)is infeasible, do

6. Compute F according to (20).

7. If ∣ F ∣ < b , then b = ∣ F ∣, D = 3, and R = F .

8. If ∣ F ∣ ≥ band D ≥ 1, then D = D − 1, and R = F .

(Continued)
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Continued

9. If ∣ F ∣ ≥ band D = 0, then Ris defined by (23).

10. Update Hand C according to (21) and (22)

11. Update xHand yC according to (18) and (19)

12. End While
4.3 Refined estimation

Although CEA can obtain a relatively feasible solution, it can

easily drop to a local optimum owing to its nature. This section

proposes a Taylor series expansion-based algorithm to refine the

solution further.

Recalling the problem in (11), the equation is expanded, and the

constant item is ignored.

x̂ = argmin
x

o
N

i=1
∥ x−ai ∥

2 −2d010
ki ∥ x−ai ∥

� �
: (24)

(24) can be further converted into a surrogate function, such

that

ℑ (x) = o
N

i=1
∥ x−ai ∥

2

|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
f (x)

+ð−2o
N

i=1
d010

ki ∥ x−ai ∥Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
g(x)

, (25)

where f (x) is convex, and g(x) is concave.

Theoretically, the concave function should have an upper

bound based on the first-order Taylor expansion (Zhang and

Zheng, 2010). Assuming that

x℘ is the estimate in the

℘thiteration,

g(x) ≤ g(x℘) +∇g(x℘)T (x−x℘), (26)

where ∇ g( · ) denotes the gradient.

Substituting (26) for

g(x) in (25) yields

ℑ (xjx℘) =o
N

i=1
( ∥ x−ai ∥

2 −2d010
ki ∥ x−ai ∥ )

− 2o
N

i=1
d010

ki (x
℘ − ai)

T

∥ x℘ − ai ∥
(x−x℘) : (27)

Notably, the surrogate function is bounded below and can

converge to a limit point (Sun et al., 2017). Therefore, given the

℘thlocation estimate, the refined solution can be obtained by an

iterative operation, such that

x℘+1 =
1
No

N

i=1
ai + d010

ki (x
℘ − ai)

T

∥ x℘ − ai ∥

	 

, (28)

where the initial guess is obtained through CEA; that is x0 =

x̂CEA. The flowchart of the proposed method is depicted in Figure 3,

while the pseudocode of the CFLM is summarized as follows:
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Pseudocode of CFLM

1. Initialize: Anchors, RSS measurements, ℘max = 1000, ℘ = 1.

2. Acquire the coarse solution x̂ CEAfrom CEA

3. Reconstruct the localization problem to a surrogate function as (24).

4. The first-order Taylor series expansion operation as to (26)

5. x0←x̂ CEA

6. While ℘ ≤ ℘max, do

6. x℘←(27)

7. ℘ = ℘ + 1

8. End While ( ℘ > ℘max)

9. x←x℘
4.4 CRLB of RSS-based technique under
the stratification effect

The CRLB using the RSS-based technique under the

stratification effect was derived as a benchmark for the unbiased

estimator (Sengijpta, 1993). Given the Gaussian noise assumption,

such that si = s , the CRLB is expressed as

CRLB = Tr(FIM−1) = Tr (
∂P
∂ x

)Ts−2(
∂P
∂ x

)T
� �−1

, (29)

where Tr is the trace function, and FIM is the Fisher

information matrix.
FIGURE 3

The flowchart of the proposed method.
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From (1), the partial derivatives can be expressed as

∂ Pri
∂ x1

= −10a
1

li ln 10
∂ li
∂ x1

− af
∂ li
∂ x1

, (30)

∂ Pri
∂ x2

= −10a
1

li ln 10
∂ li
∂ x2

− af
∂ li
∂ x2

, (31)

∂ Pri
∂ x3

= −10a
1

li ln 10
∂ li
∂ x3

− af
∂ li
∂ x3

: (32)

Inserting (6) into (5) and taking the integral operation yields

x3 − ai3
rx − ri

= −
cos qx − cos q i

sin qx − sin q i ,   s:t: r
x ≠ ri, (33)

b + ϑx3
b + ϑai3

=
cos qx

cos q i : (34)

The following equations are derived after obtaining the partial

derivatives of (33) and (34) with respect to

x3 and

rx , respectively:
∂ qx

∂ rx
+
∂ q i

∂ rx
= −

x3 + ai3
(rx − ri)2

( sin qx − sin q i)2

1 − cos (qx − q i)
, (35)

∂ qx

∂ x3
−
b + ϑx3
b + ϑai3

sin q i

sin qx

∂ q i

∂ x3
= −

ϑ

b + ϑai3

cos q i

sin qx , (36)

∂ qx

∂ rx
=

b + ϑx3
b + ϑai3

sin q i

sin qx

∂ q i

∂ rx
, (37)

∂ qx

∂ x3
+
∂ q i

∂ x3
=

1
rx − ri

( sin qx − sin q i)2

1 − cos (qx − q i)
: (38)

According to (7), the derivatives of the ray-tracing length with

respect to

x are

∂ li
∂ x1

= −
ϑx3 + b
ϑ cos qx 1 + qx − q i� �

tan qx� � ∂ qx

∂ rx
−
∂ q i

∂ rx

 �
∂ rx

∂ x1
, (39)

∂ li
∂ x2

= −
ϑx3 + b
ϑ cos qx 1 + qx − q i� �

tan qx� � ∂ qx

∂ rx
−
∂ q i

∂ rx

 �
∂ rx

∂ x2
, (40)

∂ li
∂ x3

= −
ϑx3 + b
ϑ cos qx 1 + qx − q i� �

tan qx� � ∂ qx

∂ x3
−
∂ q i

∂ x3

 �

−
qx − q i

cos qx , (41)

Where
∂ rx

∂ x1
=
x1 − ai1
rx − ri

,

∂ rx

∂ x2
=
x2 − ai2
rx − ri

,

∂ qx

∂ rx
= −

mυ
1 − υ

, ,
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∂ q i

∂ rx
=

m
1 − υ

,

∂ qx

∂ x3
=
h − υr
1 − υ

,  and 

∂ q i

∂ x3
=
r − h
1 − υ

,  with 

m = −
x3 + ai3
(rx − ri)2

( sin qx − sin q i)2

1 − cos (qx − q i)
, ,  with 

υ = −
b + ϑx3
b + ϑai3

sin q i

sin qx

∂ q i

∂ x3
, (42)

r =
1

rx − ri
( sin qx − sin q i)2

1 − cos (qx − q i)
,  and 

h = −
ϑ

b + ϑai3

cos q i

sin qx (43)

Following (30)–(43), ∂ P
∂ xcan be further expressed as

∂ P
∂ x

=

−v ∂ l1
∂ x1

− af
∂ l1
∂ x1

⋯−v ∂ lN
∂ x1

− af
∂ lN
∂ x1

− v ∂ l1
∂ x2

− af
∂ l1
∂ x2

⋯

−v ∂ lN
∂ x2

− af
∂ lN
∂ x2

− v ∂ l1
∂ x3

− af
∂ l1
∂ x3

⋯−v ∂ lN
∂ x3

− af
∂ lN
∂ x3

0
B@

1
CA,

(44)

where v = 10a
ln 10.

Let

G o =o
N

i=1
v

∂ li
∂ x1

+ af
∂ li
∂ x1

	 
2

,ϒ o =o
N

i=1
v

∂ li
∂ x1

+ af
∂ li
∂ x1

	 


· v
∂ li
∂ x2

+ af
∂ li
∂ x2

	 

,

Y o =o
N

i=1
v

∂ li
∂ x2

+ af
∂ li
∂ x2

	 
2

,Xo =o
N

i=1
v

∂ li
∂ x1

+ af
∂ li
∂ x1

	 


· v
∂ li
∂ x3

+ af
∂ li
∂ x3

	 
,

Lo =o
N

i=1
v

∂ li
∂ x3

+ af
∂ li
∂ x3

	 
2

,P o =o
N

i=1
v

∂ li
∂ x2

+ af
∂ li
∂ x2

	 


· v
∂ li
∂ x3

+ af
∂ li
∂ x3

	 
 :

(45)

The CRLB using RSS-based technique under the stratification

effect is expressed as

CRLB = Tr(FIM−1) = Tr

G o ϒ o Xo

ϒ o Y o P o

Xo P o Lo

2
664

3
775
−1

: (46)
5 Simulation results

This section discusses the simulations performed for different

scenarios to verify the effectiveness of the proposed method.

Simulations are executed on a MATLAB R2021b setup with some

fixed parameters, as shown in Table 1. In addition, a random function

is used to mimic a highly dynamic situation, where the positions of the
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anchor and target are not fixed in each Monte Carlo trial. Moreover,

some approaches, including the weighted least squares (WLS) (Zhang

et al., 2019), privacy-preserving localization (PPSL) (Zhao et al., 2020),

two-step linearization localization approach with RSS only (TLLA-

RSS) (Mei et al., 2023), CEA, CFLM, and CRLB (45), are included in

the simulations. Besides, some metaheuristic approaches, including

particle swarm optimization (PSO) and differential evolution (DE)-

based localization proposed in (Derrac et al., 2011), are performed for

comparison. The root mean square error (RMSE) is derived to evaluate

the localization accuracy. RMSE =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
oMC

m=1 ∥ x̂ − x ∥2=MC
q

, where x̂

is the estimated location,MC is the total number of Monte Carlo trials,

set to 1000 in these simulations, and m is the mth Monte Carlo trial.
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5.1 Scenario with variable anchors

Figure 4 shows the results of cumulative distribution function

(CDF) when si = 3 dB, sidelength = 50 m, and ϑ = 0:1. Figures 4A–D)

show the schemes withN = 4,N = 6,N = 8, andN = 10, respectively.

Notably, the number of available measurements increases as the anchor

grows. In this case, the localization accuracy improves, as shown in

Figure 4. For example, the probability of ∥ x̂ − x ∥ ≤ 5:43 mreaches

95% for the CFLM in Figure 4A), where the CFLM error is 3.61 m at

the same probability as in Figure 4D). The same situation is observed

for WLS, PPSL, CEA, PSO, DE, and TLLA-RSS. Table 2 summarizes

the corresponding errors and probabilities for Figures 4A, D). Among

these methods, the CFLM performs better than the WLS, PPSL, CEA,

PSO, DE, and TLLA-RSS. Its performance is close to that of CRLB,

although the margin remains remarkable when N > 4.

An error analysis is performed to further evaluate the

performance of each Monte Carlo trial, as shown in Figure 5.

Figures 5A, B) show the scenarios with N = 6and N = 10,

respectively. As shown in Figure 5, outliers can occur in some

situations. However, the CFLM performs better than the other

methods. Its third quartile, median, and first quartile errors in

Figure 5A) are 3.12 m, 2.51 m, and 1.96 m, respectively. This

outperformance is remarkable with N = 10. The median errors of

the CFLM, TLLA-RSS, CEA, PPSL, PSO, DE, and WLS in
B

C D

A

FIGURE 4

CDF of variable anchors when si = 3 dB. sidelength = 50m, and q = 0.1, where A, B, C and D are scenarios with N = 4, N = 6, N = 8, and N = 10,
respectively.
TABLE 1 Fixed parameters in simulations.

Parameters Value

P0 -55 dBm

a 3

d0 1 m

b 1500 m/s

af 0.06 dB/m
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Figure 5B) are 2.14 m, 2.54 m, 2.71 m, 2.84 m, 2.81 m, 2.55 m, and

3.33 m, respectively. Moreover, the corresponding results show that

the proposed CEA obtains a better solution than the WLS and PPSL

in some situations. The refined step proposed in Section 3.3 can

further improves the localization accuracy.
5.2 Scenario with variable noises

Figure 6 shows the CDF of variable noises under N = 8, sidelengt

h = 50 m, and ϑ = 0:1. Figures 6A–D show the schemes with si =
Frontiers in Marine Science 09
1 dB, si = 3 dB, si = 5 dB, and si = 7 dB, respectively. The

measurement error increases with si. Therefore, the performance

degrades with increased noise. For example, the probability of ∥ x̂ −

x ∥ ≤ 2:15 mreaches 95% for the CFLM in Figure 6A), exhibiting a

3.86 m error at the same probability in Figure 6B). It is worth noting

that the performance is close between CFLM and PSO when the noise

enlarges. However, the PSO localization achieves the accuracy at cost of

numerous particles, which increases the computational complexity. On

the contrary, the proposed method can get a satisfactory performance

at a relatively low computational complexity. Table 3 lists the results.

The CFLM outperforms the other methods, which is within 3.86 m
BA

FIGURE 5

RMSE analysis when si = 3 dB, sidelength = 50 m, and q = 0.1 under variable anchors, where A and B are scenarios with N = 6 and N = 10, respectively.
TABLE 2 CDF of the methods under variable anchors.

Method
N = 4 N = 10

Probability (50%) Probability (95%) Probability (50%) Probability (95%)

WLS ∥ x̂ − x ∥ ≤ 5:56 m ∥ x̂ − x ∥ ≤ 21:28 m ∥ x̂ − x ∥ ≤ 3:33 m ∥ x̂ − x ∥ ≤ 5:06 m

PPSL ∥ x̂ − x ∥ ≤ 4:76 m ∥ x̂ − x ∥ ≤ 16:42 m ∥ x̂ − x ∥ ≤ 2:84 m ∥ x̂ − x ∥ ≤ 4:99 m

CEA ∥ x̂ − x ∥ ≤ 3:82 m ∥ x̂ − x ∥ ≤ 8:10 m ∥ x̂ − x ∥ ≤ 2:70 m ∥ x̂ − x ∥ ≤ 4:51 m

TLLA-RSS ∥ x̂ − x ∥ ≤ 3:48 m ∥ x̂ − x ∥ ≤ 6:62 m ∥ x̂ − x ∥ ≤ 2:53 m ∥ x̂ − x ∥ ≤ 4:04 m

PSO ∥ x̂ − x ∥ ≤ 3:14 m ∥ x̂ − x ∥ ≤ 4:99 m ∥ x̂ − x ∥ ≤ 2:81 m ∥ x̂ − x ∥ ≤ 4:34 m

DE ∥ x̂ − x ∥ ≤ 3:13 m ∥ x̂ − x ∥ ≤ 5:44 m ∥ x̂ − x ∥ ≤ 2:54 m ∥ x̂ − x ∥ ≤ 3:98 m

CFLM ∥ x̂ − x ∥ ≤ 2:97 m ∥ x̂ − x ∥ ≤ 5:43 m ∥ x̂ − x ∥ ≤ 2:14 m ∥ x̂ − x ∥ ≤ 3:61 m

CRLB ∥ x̂ − x ∥ ≤ 5e-2 m ∥ x̂ − x ∥ ≤ 5e-1 m ∥ x̂ − x ∥ ≤ 9e-3 m ∥ x̂ − x ∥ ≤ 5e-2 m
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when si = 3 dB, reaching 95% compared with that of the WLS

(5.47 m), PPSL (5.30 m), CEA (4.73 m), PSO (4.35 m), DE (4.16 m),

and TLLA-RSS (4.35 m). However, the margin between the CFLM

and CRLB remains remarkable.
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Figures 7A, B) show the scenarios with si = 3 dBand si = 7 dB,

respectively. The PPSL is sensitive to noise. Its performance fluctuates

significantly compared with that of the other methods. Moreover, the

outliers of the PPSL increases with noise. The median errors of the
TABLE 3 CDF of the methods under variable noises.

Method
si = 1dB si = 3dB

Probability (50%) Probability (95%) Probability (50%) Probability (95%)

WLS ∥ x̂ − x ∥ ≤ 2:90 m ∥ x̂ − x ∥ ≤ 4:92 m ∥ x̂ − x ∥ ≤ 3:53 m ∥ x̂ − x ∥ ≤ 5:47 m

PPSL ∥ x̂ − x ∥ ≤ 1:73 m ∥ x̂ − x ∥ ≤ 2:84 m ∥ x̂ − x ∥ ≤ 3:04 m ∥ x̂ − x ∥ ≤ 5:30 m

CEA ∥ x̂ − x ∥ ≤ 1:70 m ∥ x̂ − x ∥ ≤ 2:69 m ∥ x̂ − x ∥ ≤ 2:88 m ∥ x̂ − x ∥ ≤ 4:73 m

TLLA-RSS ∥ x̂ − x ∥ ≤ 1:51 m ∥ x̂ − x ∥ ≤ 2:44 m ∥ x̂ − x ∥ ≤ 2:65 m ∥ x̂ − x ∥ ≤ 4:35 m

PSO ∥ x̂ − x ∥ ≤ 2:72 m ∥ x̂ − x ∥ ≤ 4:24 m ∥ x̂ − x ∥ ≤ 2:86 m ∥ x̂ − x ∥ ≤ 4:35 m

DE ∥ x̂ − x ∥ ≤ 2:21 m ∥ x̂ − x ∥ ≤ 3:43 m ∥ x̂ − x ∥ ≤ 2:61 m ∥ x̂ − x ∥ ≤ 4:16 m

CFLM ∥ x̂ − x ∥ ≤ 1:29 m ∥ x̂ − x ∥ ≤ 2:15 m ∥ x̂ − x ∥ ≤ 2:24 m ∥ x̂ − x ∥ ≤ 3:86 m

CRLB ∥ x̂ − x ∥ ≤ 4e-3 m ∥ x̂ − x ∥ ≤ 2e-2 m ∥ x̂ − x ∥ ≤ 1e-2 m ∥ x̂ − x ∥ ≤ 8e-2 m
B

C D

A

FIGURE 6

CDF of variable noises when N = 8, sidelength = 50m, and q = 0.1, where A, B, C and D are scenarios with si = 1 dB, si = 3 dB, si = 5 dB, and si =
7 dB, respectively.
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BA

FIGURE 7

RMSE analysis when N = 8 sidelength = 50 m, and q = 0.1 under variable noises, where A and B are scenarios with si = 3 dB and si = 7 dB, respectively.
B

C D

A

FIGURE 8

CDF of variable side lengths when si = 3 dB, N = 8, and q = 0.1, where A, B, C, and D are scenarios with sidelength = 25m, sidelength = 50m,
sidelength = 75m, and sidelength = 100m, respectively.
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CFLM when si = 3 dBand si = 7 dBare 2.24 m and 3.49 m,

respectively, better than that of the other methods.
5.3 Scenario with variable side lengths

Figure 8 shows theCDFof the variable side lengths withN = 8,si =

3 dB, andϑ = 0:1.Figures8A–D)showthe schemeswith the sidelengthat

25m,50m,75m, and100m, respectively.Notably, the signal attenuation

becomes severe with enlarged area of interest. Accordingly, the

localization error increases with the sidelength. Among the evaluated

methods, the CFLM reaches ∥ x̂ − x ∥ ≤ 2:73 mand ∥ x̂ − x ∥ ≤
Frontiers in Marine Science 12
5:48 mat 95% with sidelength at 25 m and 100 m, respectively. By

contrast, the other methods could not reach the same localization

accuracy. Table 4 lists the performances of the methods, whereas

Figure 9 shows the corresponding box plot. The results in Figure 9)

further proves the superior performance of the CFLM. Its median errors

are 1.58 m and 3.17 m, as shown in Figures 9A, B), respectively.
5.4 Scenario with variable steepness

Steepness depends on the ocean environment characteristics, such

as the temperature (Ramezani et al., 2013). Accordingly, simulations
BA

FIGURE 9

RMSE analysis when si = 3 dB, N = 8, and q = 0.1 under variable side lengths, where A and are scenarios with sidelength = 25 m and sidelength =
100 m, respectively.
TABLE 4 CDF of the methods under variable side lengths.

Method
sidelength = 25m sidelength = 100m

Probability (50%) Probability (95%) Probability (50%) Probability (95%)

WLS ∥ x̂ − x ∥ ≤ 2:50 m ∥ x̂ − x ∥ ≤ 3:87 m ∥ x̂ − x ∥ ≤ 4:99 m ∥ x̂ − x ∥ ≤ 7:75 m

PPSL ∥ x̂ − x ∥ ≤ 2:15 m ∥ x̂ − x ∥ ≤ 3:75 m ∥ x̂ − x ∥ ≤ 4:31 m ∥ x̂ − x ∥ ≤ 7:50 m

CEA ∥ x̂ − x ∥ ≤ 2:04 m ∥ x̂ − x ∥ ≤ 3:34 m ∥ x̂ − x ∥ ≤ 4:09 m ∥ x̂ − x ∥ ≤ 6:72 m

TLLA-RSS ∥ x̂ − x ∥ ≤ 1:88 m ∥ x̂ − x ∥ ≤ 3:07 m ∥ x̂ − x ∥ ≤ 3:76 m ∥ x̂ − x ∥ ≤ 6:16 m

PSO ∥ x̂ − x ∥ ≤ 1:85 m ∥ x̂ − x ∥ ≤ 3:04 m ∥ x̂ − x ∥ ≤ 4:23 m ∥ x̂ − x ∥ ≤ 6:51 m

DE ∥ x̂ − x ∥ ≤ 1:84 m ∥ x̂ − x ∥ ≤ 2:94 m ∥ x̂ − x ∥ ≤ 3:69 m ∥ x̂ − x ∥ ≤ 5:89 m

CFLM ∥ x̂ − x ∥ ≤ 1:58 m ∥ x̂ − x ∥ ≤ 2:73 m ∥ x̂ − x ∥ ≤ 3:17 m ∥ x̂ − x ∥ ≤ 5:48 m

CRLB ∥ x̂ − x ∥ ≤ 4e-3 m ∥ x̂ − x ∥ ≤ 2e-2 m ∥ x̂ − x ∥ ≤ 5e-2 m ∥ x̂ − x ∥ ≤ 3e-1 m
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are performed to evaluate whether the proposed method still works in

variable steepness. Figure 10 shows the results with N = 8 , si = 3 dB ,

and sidelength = 50 m. The WLS, PPSL, CEA, TLLA-RSS, PSO, DE,

and CFLM are robust to the steepness, as shown in Figure 10 and

Table 5. Conversely, the CRLB is sensitive to the change in steepness.

Its error increases with the steepness. Moreover, the CFLM performs

better than the other methods, regardless of the changes in steepness.

The CFLM achieves ∥ x̂ − x ∥ ≤ 3:87 mand ∥ x̂ − x ∥ ≤ 3:89 m at

95% with ϑ = 0:1 and ϑ = 0:7 , respectively. The box plot of the

deviation in Figure 11 also proves the superior performance of the

CFLM. Its median errors are 2.24 m and 2.26 m, as shown in

Figures 11A, B, respectively.
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6 Conclusion

This study develops a CFLM for UWSNs, simultaneously

considering hybrid loss and stratification effects. The localization

problem is solved under the ANCLS framework after linearization,

in which a coarse estimation based on CEA is derived. The potential

solution is filtered by the constraint from one group to another.

Moreover, an approach based on a first-order Taylor series

expansion is presented in the second step of CFLM to refine the

solution further. In addition, the CRLB is derived for this scenario and

used as a benchmark to evaluate the methods. Simulation results reveal

the outperformance of the proposed method in different scenarios. The
TABLE 5 CDF of the methods under variable steepness.

Method
ϑ = 0:1 ϑ = 0:7

Probability (50%) Probability (95%) Probability (50%) Probability (95%)

WLS ∥ x̂ − x ∥ ≤ 3:54 m ∥ x̂ − x ∥ ≤ 5:48 m ∥ x̂ − x ∥ ≤ 3:52 m ∥ x̂ − x ∥ ≤ 5:53 m

PPSL ∥ x̂ − x ∥ ≤ 3:04 m ∥ x̂ − x ∥ ≤ 5:30 m ∥ x̂ − x ∥ ≤ 3:06 m ∥ x̂ − x ∥ ≤ 5:32 m

CEA ∥ x̂ − x ∥ ≤ 2:89 m ∥ x̂ − x ∥ ≤ 4:74 m ∥ x̂ − x ∥ ≤ 2:90 m ∥ x̂ − x ∥ ≤ 4:82 m

TLLA-RSS ∥ x̂ − x ∥ ≤ 2:66 m ∥ x̂ − x ∥ ≤ 4:35 m ∥ x̂ − x ∥ ≤ 2:67 m ∥ x̂ − x ∥ ≤ 4:40 m

PSO ∥ x̂ − x ∥ ≤ 2:86 m ∥ x̂ − x ∥ ≤ 4:64 m ∥ x̂ − x ∥ ≤ 2:85 m ∥ x̂ − x ∥ ≤ 4:46 m

DE ∥ x̂ − x ∥ ≤ 2:61 m ∥ x̂ − x ∥ ≤ 4:16 m ∥ x̂ − x ∥ ≤ 2:61 m ∥ x̂ − x ∥ ≤ 4:21 m

CFLM ∥ x̂ − x ∥ ≤ 2:24 m ∥ x̂ − x ∥ ≤ 3:87 m ∥ x̂ − x ∥ ≤ 2:26 m ∥ x̂ − x ∥ ≤ 3:89 m

CRLB ∥ x̂ − x ∥ ≤ 1e-2 m ∥ x̂ − x ∥ ≤ 8e-2 m ∥ x̂ − x ∥ ≤ 1e-1 m ∥ x̂ − x ∥ ≤ 6e-1 m
B

C D

A

FIGURE 10

CDF of variable steepness.
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localization accuracy is improved by up to 66 percent compared with

the methods, according to Section 6. Even so, the margin between the

CFLM and CRLB remains remarkable. Meanwhile, the simulation

environment is idealized. For instance, signal propagation may suffer

from the non-line-of-sight (NLOS) noise, which may significantly

impact the ranging acquirement, deteriorating localization accuracy.

Unfortunately, the paper does not consider the situation. It would be

interesting to take further research on localization under NLOS noise

and derive a closed-form solution. Besides, it has been proved that the

UWSNs may easily suffer the attack. How to achieve private

communication while preserving localization accuracy is an

interesting topic. In addition, the proposed method only considers

schemes known to transmit power (TP) and the path loss exponent

(PLE). It is worth noting that TP and PLE might be changeable

according to the propagation environment and node status.

Eliminating this assumption in future studies can further validate the

applicability of the proposed method.
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FIGURE 11

MSE analysis when si = 3 dB, sidelength = 50 m, and N = 8 under variable steepness, where A and B are scenarios with q = 0.1 and q = 0.7, respectively.
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