
TYPE Hypothesis and Theory

PUBLISHED 15 September 2023

DOI 10.3389/flang.2023.1118739

OPEN ACCESS

EDITED BY

Simona Mancini,

Brain and Language, Spain

REVIEWED BY

Svetlana Malyutina,

National Research University Higher School of

Economics, Russia

Christina Manouilidou,

University of Ljubljana, Slovenia

*CORRESPONDENCE

Yasmeen Faroqi-Shah

yfshah@umd.edu

RECEIVED 07 December 2022

ACCEPTED 21 July 2023

PUBLISHED 15 September 2023

CITATION

Faroqi-Shah Y (2023) A reconceptualization of

sentence production in post-stroke

agrammatic aphasia: the Synergistic Processing

Bottleneck model. Front. Lang. Sci. 2:1118739.

doi: 10.3389/flang.2023.1118739

COPYRIGHT

© 2023 Faroqi-Shah. This is an open-access

article distributed under the terms of the

Creative Commons Attribution License (CC BY).

The use, distribution or reproduction in other

forums is permitted, provided the original

author(s) and the copyright owner(s) are

credited and that the original publication in this

journal is cited, in accordance with accepted

academic practice. No use, distribution or

reproduction is permitted which does not

comply with these terms.

A reconceptualization of
sentence production in
post-stroke agrammatic aphasia:
the Synergistic Processing
Bottleneck model

Yasmeen Faroqi-Shah*

Department of Hearing and Speech Sciences, University of Maryland, College Park, MD, United States

The language production deficit in post-stroke agrammatic aphasia (PSA-G)

tends to result from lesions to the left inferior frontal gyrus (LIFG) and is

characterized by a triad of symptoms: fragmented sentences, errors in functional

morphology, and a dearth of verbs. Despite decades of research, the mechanisms

underlying production patterns in PSA-G have been di�cult to characterize.

Two major impediments to progress may have been the view that it is a

purely morphosyntactic disorder and the (sometimes overzealous) application

of linguistic theory without interceding psycholinguistic evidence. In this paper,

empirical evidence is examined to present an integrated portrait of language

production in PSA-G and to evaluate the assumption of a syntax-specific

syndrome. In light of extant evidence, it is proposed that agrammatic language

production results from a combination of morphosyntactic, phonomotor, and

processing capacity limitations that cause a cumulative processing bottleneck at

the point of articulatory planning. This proposed Synergistic Processing Bottleneck

model of PSA-G presents a testable framework for future research. The paper ends

with recommendations for future research on PSA-G.
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Introduction

Agrammatism, which refers to morphosyntatic impairment in post-stroke aphasia

(PSA), has been a poster-child for the neurocognitive modularity of morphosyntactic

processes. Agrammatic aphasia has also been a testing ground for linguistic theories

and inferences about Broca’s area function (e.g., Grodzinsky, 2000; Patel et al., 2008).

Given that there are differences in the use of the diagnostic label of agrammatism,

we clarify at the outset that this paper focuses on language production in agrammatic

post-stroke aphasia (PSA-G). While morphosyntactic impairments are also acquired from

other etiologies such as neurodegeneration in primary progressive aphasias (PPA), this

paper focuses on PSA-G because there is a significantly larger body of empirical and

theoretical research on agrammatic post-stroke aphasia. Consequently, it allows for a more

extensive synthesis of morphosyntactic production deficits following stroke. Further, by

focusing on a single etiology, we avoid the (yet unconfirmed) assumption that the same
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neurocognitive mechanism underlies morphosyntactic impairment

in both post-stroke and progressive aphasias. For instance, it is

likely that domain-general bilateral neural circuitry is recruited to

compensate for language deficits much earlier in the evolution of

PPA (compared to PSA) given its insidious disease progression

(Sonty et al., 2003; Canu et al., 2020). Asyntactic comprehension,

which refers to the pattern of worse understanding of syntactically

complex and semantically reversible sentences compared to

syntactically simple sentences, is not uniquely and consistently

associated with agrammatic production (Caramazza and Zurif,

1976; Miceli et al., 1983; Kolk and van Grunsven, 1985). It is found

across a variety of aphasia subtypes, as well as in neurotypical

speakers under high cognitive load (Caplan et al., 2007, 2013).

Hence this paper views morphosyntactic production deficits as the

core component of PSA-G.

Despite over four decades of research on PSA-G, there is not

yet a comprehensive understanding of what kinds of deviations

from normal sentence production mechanism(s) give rise to the

symptom cluster of agrammatic language production. While there

have been some mechanistic accounts of PSA-G, such as Pick’s

(1913) Economy of effort and Kolk’s (1995) Time-based approach,

most extant accounts of PSA-G are linguistic descriptions of a single

symptom (e.g., Thompson, 2003). While these descriptive accounts

have provided symptom details (e.g., grammatical functions of

words are more impaired than their lexical functions, Boye and

Bastiaanse, 2018), such accounts do not explain why a symptom

occurs in PSA-G.

The goal of this paper is to describe a mechanistic model of

language production in PSA-G as a way move forward from the

current stalemate. The model, which is referred to as the Synergistic

Processing Bottleneckmodel, views PSA-G’s morphosyntactic deficit

as part of a broader clinical profile and is developed from an

integration of empirical findings on neurotypical and agrammatic

sentence production. It provides a testable framework for future

research. In the build-up to the model, this paper is organized

as follows: First, issues of empirical rigor in PSA-G research are

raised. Next, current empirical evidence on PSA-G symptoms is

integrated and critically evaluated to constrain the symptoms that

must be accommodated in any theory of PSA-G. Next, the complex

clinical picture of PSA in which morphosyntactic deficits occur

is presented as a rationale for broadening the theoretical view

of PSA-G. Following this, extant theories of PSA-G are briefly

discussed in their ability to account for the clinical profile of PSA-

G. Finally, in the Discussion section, the Synergistic Processing

Bottleneck model is presented as a synthesis of the syntactic and

non-syntactic symptoms of PSA-G with current understanding

of how sentence production unfolds in neurologically healthy

speakers. The paper ends with recommendations for future

agrammatism research.

Empirical rigor in PSA-G research

Issues of empirical rigor and reproducibility have been

identified in PSA-G research by several authors (Caplan, 1995,

2001; Mauner, 1995; Caramazza et al., 2001; Martin, 2006;

Faroqi-Shah, 2020). These issues have significantly weakened the

inferences that could be made from the data and has partly

contributed to the current standstill in agrammatism theories. The

goal of this section is to highlight criteria for scientific rigor that are

particularly relevant to the study of PSA-G.

Diagnosis of PSA-G
The first and most important criterion is the diagnosis of PSA-

G. A scoping review found that two-thirds of studies do not report

any language scores to document agrammatism; and nearly half

of the studies do not operationally define the condition, using

proxies such as non-fluent or Broca’s aphasia (Faroqi-Shah, 2020).

There is no explicit consensus on what constitutes “agrammatism”

(Berndt and Caramazza, 1981; Miceli et al., 1989; Martin, 2006;

Thompson and Bastiaanse, 2012; den Ouden et al., 2019). While

early descriptions solely focused on language production symptoms

(Pick, 1913; Kleist, 1916; Goodglass and Berko, 1960), the term has

evolved (for some authors) to include a sentence comprehension

deficit (Berndt and Caramazza, 1981; Grodzinsky, 1984; Avrutin,

2000). The notion of a comprehension deficit as a core symptom

of agrammatic production deficit has surprisingly persisted despite

numerous studies showing the dissociation between sentence

production and comprehension deficits (Caramazza and Zurif,

1976; Berndt and Caramazza, 1981; Miceli et al., 1983; Kolk and van

Grunsven, 1985; Martin et al., 1989). In fact, in their classic study,

Caramazza and Zurif (1976) reported that both people with (Broca’s

aphasia) and without (conduction aphasia) agrammatic production

showed the same pattern of sentence comprehension deficit.

Additionally, but to a lesser extent, there are different views

on the association between agrammatic production and a slow

rate of speech (non-fluency). For example, De Villiers (1974)

analyzed the speech of non-fluent aphasic speakers with “varying

degrees of grammatical impairment ranging from almost intact

to severely impaired.” (p. 38). Similarly, Saffran et al. (1989)

described the narrative language of speakers who produced

“sparse halting speech” (i.e., nonfluent) and divided these speakers

into “agrammatic” and “non-fluent non-agrammatic” speakers (p.

446). However, this nuanced yet important distinction between

non-fluency and agrammatism seems to have been lost to

overzealous theoretical syntacticians in later years. In some studies

of PSA-G, participants are recruited based on their non-fluent

speech, but there is no further characterization of the nature

of morphosyntactic production errors (as noted by Faroqi-Shah,

2020; for example see O’Grady and Lee, 2001). The importance

of this relationship between non-fluency and agrammatism will be

discussed in a later section.

In clinical settings, it is important to note that physicians may

identify aphasia in a neurological examination, however they do

not possess the specialized training or standardized assessments to

diagnose and differentiate between motor speech and (subtypes of)

linguistic deficits. Speech-language pathologists (SLP) are qualified

and specially trained to delineate the nuances of communication

impairments in aphasia such as speech versus language deficits.

In the absence of speech-language pathologists in countries where

such a profession does not exist, it is critical to operationalize the

inclusionary and exclusionary criteria for PSA-G participants. This

was elegantly achieved byMenn and Obler (1990) when comparing
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PSA-G speakers across fourteen languages: “Agrammatic by clinical

standards was defined as being moderately non-fluent, having slow

and halting speech, with three or four words being the usual

maximum uninterrupted string” (p. 14).

In light of the above ambiguities in operationally defining and

diagnosing PSA-G, a critical step in assessing the internal and

external validity of any study is whether the authors operationally

defined agrammatism, described how participants were diagnosed

as PSA-G, and characterized the morphosyntactic profile of

participant symptoms. It is important to note whether authors

define PSA-G as a purely production disorder, or also assume

difficulties in complex sentence comprehension. In short, a study

that provides relevant language and clinical characteristics of the

participants has greater validity than one that just uses generic

terms (e.g., non-fluent aphasia).

Experimental design and inferencing
A second criterion in determining empirical rigor of

the findings is the inferential strength of the experimental

design. Double dissociations are a key inferential tool in

neuropsychological research (Caramazza, 1984; Crawford

et al., 2003). This refers to the demonstration that two individuals

(or clinical groups) show deficits that are the inverse of one

another. For instance, a double dissociation between verb and

noun deficits has been shown in agrammatic and anomic aphasia

(Miceli et al., 1988; Zingeser and Berndt, 1990; Lee and Thompson,

2011a). However, a majority of PSA-G studies have no comparison

group or use a neurotypical “control” group (Faroqi-Shah, 2020).

When studies compare PSA-G with a neurotypical group, it

shows a single dissociation in which one cannot delineate the

unique characteristics of agrammatism from the general impact

of aphasia. The inferential power of studies that do include an

aphasic comparison (e.g., fluent aphasia or anomic aphasia) may

be further weakened if they do not meet the first criterion of

accurate diagnosis. An example of this paradox is the frequently

cited case study of a double dissociation between regular and

irregular past tense in non-fluent and fluent aphasia (Ullman et al.,

1997). “Fluent aphasia” is an obscure diagnosis which includes PSA

profiles as disparate as anomic aphasia (with mild word retrieval

issues) andWernicke’s aphasia (with severe semantic, phonological

and self-monitoring challenges). Another challenge in double

dissociation studies is matching (or statistically addressing) overall

aphasia severity across groups. When composite language scores

on standardized tests are used, such as the Aphasia Quotient on

the Western Aphasia Battery (Kertesz, 2006), persons with PSA-G

tend to score more severely than the comparison group due to

their severe production difficulties (see for example the PSA-G vs.

non-PSA-G in Faroqi-Shah et al., 2020).

Mediating, moderating, and confounding factors
Another interpretive over-simplification in agrammatism

research is the assumption that experimental task performance

directly measures the underlying linguistic deficit(s) without other

mediating or moderating factors. PSA respond well to speech-

language therapy (Brady et al., 2016) and may have engaged in

different intervention programs as well as self-guided (or care-

giver guided) language practice before partaking in the research

study. Thus, researchers rarely measure “pure agrammatism.” For

instance, Script Training is a popular and effective intervention for

sentence production deficits (Cherney et al., 2008) which might

result in the overuse of structural templates such as I am x (x

= happy/hungry/eating) or Noun is Verbing (Mom is calling,

Dog is eating, etc.). Even before intervention is initiated, for

example in the acute phase of stroke, there are significant cognitive

and fatigue issues that could mask agrammatism (Adamson

et al., 2004; Engelter et al., 2006; Nys et al., 2007; Cumming

et al., 2013). In fact, stroke results in a variety of cognitive

deficits, which can be severe in PSA (Murray, 2012; Chapman

and Hallowell, 2021; Faroqi-Shah et al., 2022b). Short-term

memory and working memory have been particularly identified

as influencing sentence production and comprehension in PSA

and in neurotypical speakers (Caplan et al., 2013; Wright et al.,

2014; Fyndanis et al., 2018; but see Ivanova and Ferreira, 2019).

Cognitive deficits may limit the overall processing capacity for

linguistic computations. Perceptual and motor impairments occur

in nearly 74 and 85% of stroke survivors respectively and can be

persistent (Mayo et al., 1999; Hazelton et al., 2022). There are also

psychological effects of stroke such as depression, anxiety, and

post-traumatic stress disorder, which are incident in nearly 70%

of stroke survivors (Kauhanen et al., 2000; Assayag et al., 2022;

Pompon et al., 2022; Skajaa et al., 2022). This is illustrated in

Figure 1.

To summarize, PSA-G is one aspect of a multidimensional

clinical profile, and numerous variables intervene between the

actual morphosyntactic deficit and the empirical measure(s)

obtained by researchers. These variables may affect experimental

measures based on whether they are covariates, confounds,

moderators, or mediators. A covariate affects the outcome variable

but is not related to the independent variable (e.g., limb paresis

for a keyboard response); a confound is associated with both the

independent and dependent variables (e.g., short-term memory

deficit), but does not drive the association between them; a

mediator is a causal variable, such that the independent variable

causes it, which in turn drives the dependent variable; and a

moderator is not on the causal pathway but interacts with the

independent variable in a way that drives the outcome (e.g.,

speech-language treatment) (Morrow et al., 2022). Currently, we

lack a clear understanding of which (and how) different variables

interact in PSA-G. This knowledge will not only improve how

researchers statistically address and interpret outcome measures,

but will also improve our understanding of individual variability

in PSA-G. It is important to demonstrate how confounds from

understanding task demands, memory demands, or lexical retrieval

difficulties were addressed in data analysis and interpretation.

For example, to address the fact that verb retrieval failures could

confound the accuracy of producing verb inflections, Faroqi-Shah

and Thompson (2004) analysis of the production of verb inflections

only included verbs that were correctly named by each participant

in a separate confrontation naming task. At minimum, a study

should document screening of intuitive variables based on the

experimental task, such as hearing loss and short-term memory

for auditory comprehension and apraxia of speech (AoS) for verbal

production (for example, see Szupica-Pyrzanowska et al., 2017).
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FIGURE 1

Epistemological framework of the complex clinical picture of post-stroke agrammatic aphasia. The key point is that numerous mediating,

moderating, confounding and covarying factors intervene between the deficit (morphosyntactic ability) and the dependent variables measured in

experimental tasks (outer layer). From the inner layer: Lesion refers to the anatomical integrity of gray and white matter, including structural and

functional connectivity; Morphosyntactic ability is the key deficit of interest in agrammatic aphasia that researchers are trying to understand;

Other linguistic abilities refer to concomitant language impairments in semantic, phonological, and orthographic domains; Speech ability represents

concomitant non-linguistic impairments in motor control and execution (apraxia of speech and dysarthria) that can impact verbal production of

language; Cognitive and Sensory-Motor abilities include any number of non-linguistic impairments resulting from stroke, such as short/long term

memory, processing speed, processing capacity, attention, cognitive control, perception (including visual and auditory) and motor control (including

limb paresis and praxis); Personal factors include a post-stroke mental disorders, fatigue, cultural and linguistic di�erences, education, task familiarity;

Experimental tasks yield the dependent variables that researchers use to make inferences about morphosyntactic ability; and Recovery refers to the

evolving severity of linguistic and non-linguistic abilities that is moderated by neurological recovery, speech-language therapy, and self-generated

strategies. The sequence of the intervening layers is flexible.

Measurement reliability
The fourth criterion in demonstrating empirical rigor

is the reliability of subjective measures of key dependent

variables. When reporting accuracy of verbal productions, it is

important to operationally define a correct response, describe how

phonemic/semantic paraphasias were scored, and report how bias

in scoring was addressed. For narrative language analyses, there are

multiple sources of subjectivity, including transcription, utterance

segmentation, and error coding. Ideally, studies should describe

their reliability procedures including procedures for resolution of

discrepancies, and should report inter-rater reliability (for sample

studies that report reliability/consensus, see Rochon et al., 2000;

Matchin and Hickok, 2020).

Summary of empirical rigor in PSA-G research
The four empirical issues listed in this section highlight

the need to closely examine the methods adopted by PSA-

G studies before drawing conclusions about what constitute

the core symptoms of PSA-G and what mechanisms underlie

the morphosyntactic impairment in PSA-G. In the following

sections of this paper, to the extent possible, the above-mentioned

criteria were applied to evaluate and select studies for discussion.

That is, studies that provided a clear operational definition of

agrammatic aphasia, detailed language and clinical characteristics

of participants, reported double dissociations with appropriate

statistical treatment, and addressed potential confounds in

measurement of the dependent variable, were prioritized over

studies that used vague terms (e.g., non-fluent aphasia) without

language measures, and did not present a non-agrammatic PSA

comparison (individual or group). Interpretations from meta-

analyses were given more weight over individual studies as they

wash out study-specific differences, and effects are computed over

a larger number of participants. In the next section, empirical

research is evaluated using these criteria in an attempt to identify

the essential components of PSA-G.

Establishing the core morphosyntactic
findings in PSA-G

“Boy. . . girl. . . cookie jar. . . mother. . . water. . . wash dishes.”

This utterance illustrates the triad of deficits that characterize PSA-

G: fragmented utterances, errors on functional morphemes, and
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missing verbs (Tissot et al., 1973; De Villiers, 1974; Goodglass, 1976;

Saffran et al., 1989; Zingeser and Berndt, 1990; Goodglass et al.,

1993; Bastiaanse and Thompson, 2012). These three symptoms are

not mutually exclusive—a sentence may be fragmented because

it is missing the verb and/or functional morphemes. Recent

empirical support for this cluster of symptoms comes from

a principal components analysis of 27 perceptual features of

spoken language in an unselected group of English-speaking PSA

(Casilio et al., 2019). The analysis found that four of the 27

features clustered together in aphasic speakers: stereotypies and

automatisms, short and simplified utterances, omission of function

words, and omission of bound morphemes. However, there is

heterogeneity among PSA-G for the extent of these individual

symptoms (Miceli et al., 1989; Rochon et al., 2000; Dickey and

Thompson, 2009).

Following the seminal work of Caramazza and Zurif (1976),

who reported difficulties in the comprehension of syntactically

complex and semantically reversible sentences in Broca’s and

conduction aphasia (e.g., The cow that the monkey is scaring is

yellow), some researchers included comprehension deficit as an

additional symptom. This paper will refer to this comprehension

pattern as asyntactic comprehension to avoid confusion with

the triad of agrammatic production symptoms. This section will

examine empirical findings for the above four symptoms to identify

core symptoms that a theory of PSA-G should accommodate.

Sentence production
Three types of tasks have been utilized in PSA-G literature: (1)

narrative samples elicited using story retell, picture descriptions,

or personal experiences, (2) constrained elicitation of entire

sentences or parts of sentences, and (3) arrangement of

written word or phrase “anagrams” to construct a sentence.

Comparisons across these tasks allow us to compare PSA-

G’s performance across different cognitive demands (and hence

processing load), and delineate syntactic knowledge (anagram task)

from performance deficits.

The following generalizations can be made by comparing

findings across studies. First, about 30–50% of PSA-G’s utterances

are syntactically well-formed (Saffran et al., 1989; Rochon et al.,

2000; Hsu and Thompson, 2018). Second, very severely impaired

PSA-G individuals produce a predominance of 1-2 word fragments

(“telegraphic speech”) that does not show any semblance of

word order. Such individuals also overuse stereotypical and

automatic utterances (e.g., Oh God, I don’t know) (Ishkhanyan

et al., 2017). Third, the canonical word order of the speaker’s

language is preserved and is often over-used (Bates et al., 1987;

Menn and Obler, 1990; Bastiaanse and Edwards, 2004). This

has been interpreted as preservation of language-specific usage

patterns (see also Bates et al., 1991; Gahl and Menn, 2016).

Fourth, although their use of non-canonical sentence structures

is limited, it is not clear that this pattern is unique to PSA-

G because the same has been reported across aphasia categories

and across elicitation tasks (Bates et al., 1991; Edwards, 1998;

Faroqi-Shah and Thompson, 2003; Man et al., 2019). Fifth, word

order errors or role reversals have been reported in both anagram

and constrained picture descriptions. “A key unresolved question”

about these errors is whether it reveals a failure of “function

assignment” (Bock and Levelt, 1994). Function assignment refers

to event conceptualization and ability to assign thematic functions

to entities. Evidence points to relatively preserved function

assignment based on the finding that the incidence of word order

errors is low in anagram tasks (about 8.5% in: von Stockert and

Bader, 1976; Saffran et al., 1980; Scholes, 1982). Further, when

authors report error patterns in picture-sentence elicitation tasks,

function assignment seems to be preserved. For example, Faroqi-

Shah and Thompson (2003) compared passive sentence production

between individuals with PSA-G andWernicke’s aphasia and varied

the amount of lexical cues provided. Both groups showed similar

accuracy of passive sentences across conditions. As is evident

from the excerpts below, they also showed awareness of their role

reversals. In short, there is no clear evidence suggesting a function

assignment deficit in PSA-G.

Broca’s #7: “The (the the) guy is helping the bicyclist. . .

The other way around. . . The man is. . . The man is quaching

the priest eh the bicycle.” (Target: The cyclist is helped by

the hunter).

Wernicke #4: “Wife is going to cover the husband. That

doesn’t sound right. How do you do that?” (Target: The wife is

covered by the husband).

In addition to function assignment, PSA-G also show

other preserved sentence production abilities. This includes

responsiveness to structural priming, a phenomenon that is well-

documented in neurotypical speakers (Bock and Loebell, 1990;

Pickering and Ferreira, 2008). Cho-Reyes et al. (2016) used

the classic structural priming paradigm where speakers repeat a

prime sentence (e.g., passive or double-object dative) followed

by describing a picture showing an action. Priming of sentence

structure is indicated when speakers re-use the syntactic frame of

the prime sentence in their picture description. PSA-G speakers

not only showed structural priming effects, but also the magnitude

of priming was comparable to neurotypical speakers (Cho-Reyes

et al., 2016). However, there is considerable variability in the extent

to which PSA respond to structural priming and produce complex

sentences (den Ouden et al., 2019). Further, visual world paradigms

(eye-tracking) show that PSA-G speakers plan their sentences

incrementally, starting with the subject noun, just like neurotypical

speakers (Lee and Thompson, 2011b; Lee et al., 2015). These studies

show that the scope of sentence planning is similar to neurotypical

speakers although the timecourse of planning is slower.

To summarize, PSA-G produce incomplete fragments and

overuse canonical word order (Bates et al., 1987; Menn and Obler,

1990). There is no strong evidence to indicate that they have

a deficit in activating complex syntactic structures from primed

sentences, incremental planning, or function assignment (Lee and

Thompson, 2011b; Lee et al., 2015; Cho-Reyes et al., 2016).

Functional morphology
Substitutions and omissions of free and bound functional

morphemes are a hallmark feature of PSA-G across languages
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(Bates et al., 1987; Menn and Obler, 1990; Casilio et al.,

2019). When comparing PSA-G with other PSA, vulnerability of

grammatical morphology seems to be particularly unique to PSA-

G (Saffran et al., 1989; Menn and Obler, 1990; Bates et al., 1991;

Goodglass et al., 1993; but see Haarmann and Kolk, 1992). Three

aspects of functional morphology in PSA-G have been extensively

studied. The first is the role of morphological complexity (e.g.,

Ullman et al., 1997; Lambon Ralph et al., 2005). Much of this

work was framed within the dual route model of inflection, which

proposed that regular and irregular inflections (e.g., past tense

in English) utilize different neural mechanisms. The claim was a

double dissociation such that regular inflections can be selectively

impaired in PSA-G (e.g., Ullman et al., 1997). A meta-analysis

of published data (N = 75) found no difference in the accuracy

of regular vs. irregular verb inflections (Faroqi-Shah, 2007). In

another study, PSA-G produced affixed verbs in 75% of their

responses, showing no specific difficulty with affixation per se

(Faroqi-Shah and Thompson, 2004). The meta-analysis and several

other studies highlighted the confound between phonological

and morphological complexity, not only because morphologically

complex stimuli tend to be phonologically complex, but also

because of the co-occurrence of both types of deficits in PSA-G

(Obler et al., 1999; Kohn andMelvold, 2000; Bird et al., 2003; Braber

et al., 2005; Faroqi-Shah et al., 2010; Szupica-Pyrzanowska et al.,

2017).

The second topic of extensive research is the semantic and

syntactic role subserved by the functional morphemes. Some

morphemes refer to a component of the speaker’s message, such

as numerosity, event time, and pronominal reference, while other

morphemes serve a syntactic well-formedness function, such as

subject-verb agreement. The following picture of morphological

production has emerged in PSA-G. Studies show that verb

morphology is less accurately produced than noun morphology

(e.g., plural and determiner) (Goodglass et al., 1993). Within verb

morphology, tense marking is generally worse than agreement

marking and non-finite verbs although there is some inter-

individual variability (Wenzlaff and Clahsen, 2004; Faroqi-Shah

and Thompson, 2007; Bastiaanse and Thompson, 2012; Fyndanis

et al., 2012; Zhang and Hinzen, 2022; but see Burchert et al., 2005).

A meta-analysis (N = 143) showed that there is no difference

in accuracy among verb tenses, that is past vs. present vs. future

tense (Faroqi-Shah and Friedman, 2015). Studies have found that

tense comprehension is also impaired (Dickey et al., 2008) and this

correlates with the magnitude of tense production deficit (Faroqi-

Shah and Dickey, 2009).1

The third line of research has examined usage patterns. In terms

of the relative frequency of occurrence of different morphemes,

the proportions parallel what is found in neurotypical speakers

of that language (De Villiers, 1974; Blackwell and Bates, 1995;

Centeno et al., 1996; Centeno, 2007, 2012). That is, the best

preserved morphemes are those that are most frequent in the

language. This pattern mirrors the overuse of canonical word

1 This study is frequently cited as evidence of a selective past tense

impairment by Bastiaanse and colleagues (e.g., Bastiaanse and Thompson,

2012; Bastiaanse, 2013; Boye et al., 2023) although there was no significant

di�erence across tenses (cf. Figure 2 in Faroqi-Shah and Dickey, 2009).

order described in the previous section (Menn and Obler, 1990;

Bates et al., 1991). Beyond language use patterns that drive the

overall occurrence of morphemes, Faroqi-Shah and Thompson

(2004) found two patterns. First, there was a frequency effect

in substitutions of verb inflections: more frequent inflectional

variants of a verb (e.g., cooking) were produced for less frequent

targets (e.g., cooked) (see also Centeno et al., 1996; Centeno, 2007).

Second, individual participants with PSA-G overused a specific verb

form. For example, CH overused Verb+ing, RH overused Verb+ed

and LD overused the verb stem (Figure 2 in Faroqi-Shah and

Thompson, 2004).

To conclude, verb morphology is particularly vulnerable in

PSA-G (Goodglass et al., 1993). In languages that mark tense on the

verb, the difficulty is found both in production and comprehension

(Clahsen and Ali, 2009; Faroqi-Shah and Dickey, 2009). Language

use patterns have a major influence on what is produced with an

overuse of more frequent morphological forms and little effect of

verb regularity or tense type (Faroqi-Shah, 2007; Faroqi-Shah and

Friedman, 2015).

Verbs
A double dissociation between verb vs. noun retrieval in

agrammatic vs. anomic aphasia was first reported in the late

1980s (Miceli et al., 1988; Zingeser and Berndt, 1990; Bates

et al., 1991). Later studies found that verb deficits were not

inherently tied to agrammatic (or Broca’s) aphasia, and occurred

in persons with fluent aphasia as well (Berndt et al., 1997b;

Bastiaanse and Jonkers, 1998; Edwards, 1998; Matzig et al., 2009).

A meta-analysis (N = 175) of picture naming data found that

the pattern of worse verb naming was found across a majority

of fluent and non-fluent persons with aphasia (Matzig et al.,

2009). Irrespective of the presence of agrammatism, there is

an association between reduced verb naming ability (measured

with action picture naming) and the production of shorter

sentences and impoverished sentence structure (Berndt et al.,

1997a; Edwards, 1998; Speer and Wilshire, 2013). In summary,

while verb retrieval deficits are not unique to PSA-G, there is

nevertheless an association between verb retrieval and sentence

elaboration deficits.

To elucidate the source of verb deficits in aphasia, investigators

have examined dimensions along which verbs vary, such as

transitivity, imageability, instrumentality, and noun homophony

(Bastiaanse and Jonkers, 1998; Bird et al., 2000; Kim and

Thompson, 2000, 2004; Arévalo et al., 2007; Stavrakaki et al., 2011).

The logic is that these variables denote representational complexity

of verbs, thus potentially influencing verb breakdown in aphasia.

Two variables are particularly relevant to syntactic deficits: verb

argument structure and verb weight. Syntactic complexity of a verb

is often represented by verb argument structure (VAS), which refers

to the number of arguments a verb requires and the number of

different argument alternations the verb takes. Thompson’s (2003)

Argument Structure Complexity Hypothesis proposed that verbs

with more complex VAS are more impaired in PSA-G. This pattern

is supported in picture naming data, where PSA-G have been

compared to comparison groups of Alzheimer’s disease and anomic

aphasia, showing a double dissociation (Kim and Thompson, 2004;
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Cho-Reyes and Thompson, 2012). However, in picture naming,

VAS is confounded by visual complexity of the pictures because

verbs with more complex VAS (e.g., a ditransitive such as giving)

are represented by a more complex visual scene compared to

scenes that can be named by a verb with a simpler VAS (e.g.,

barking). Indeed, picture complexity is known to influence verb

retrieval in neurotypical speakers (Szekely et al., 2005; Faroqi-Shah

et al., 2021). The Argument Structure Complexity Hypothesis has

not been borne out in narrative language, where VAS complexity

effects have not been found (Webster et al., 2001; Malyutina

and den Ouden, 2017). In fact, a large corpus study found that

neurotypical and PSA speakers used a variety of verbs with simple

and complex VAS. Persons with Broca’s aphasia, however, used

less complex and diverse VAS elaborations compared to other

speaker groups (Malyutina and den Ouden, 2017) and produced

fewer adjuncts (Zhang and Hinzen, 2022). If Broca’s aphasia is

taken as a proxy for PSA-G, then it appears that although verbs

are used in sentences, their VAS may not be fully elaborated.

Consistent with this, in constrained sentence production tasks

where participants are required to retrieve the verb and its

arguments to produce a complete sentence, sentences with complex

VAS verbs are less well-formed and less complex compared to

sentences with simpler VAS verbs (e.g., Dragoy and Bastiaanse,

2010; Malyutina and Zelenkova, 2020). However, it is unclear if

this finding is specific to PSA-G because studies either report single

dissociations (e.g., Dragoy and Bastiaanse, 2010), insufficiently

characterize the morphosyntactic production deficit of PSA-G

(“nonfluent” participants in Malyutina and Zelenkova, 2020), or

find no differences across aphasia subtypes (Jonkers and Bastiaanse,

1996; Caley et al., 2017; Malyutina and Zelenkova, 2020). While

some studies have noted that syntactic complexity has an additive

effect with VAS complexity (e.g., Bastiaanse and van Zonneveld,

1998, 2005), other studies have not found this effect (Kok et al.,

2007). In an eye-tracking study in which real-time access to verb

argument structure information was examined, PSA-G showed

spared access to overtly expressed VAS, but showed delays in

retrieving VAS information when the argument was not explicitly

provided (Mack et al., 2013).

Another dimension of verb complexity is its semantic

specificity, referred to as verb weight. At one extreme are light

verbs, a specific subset of very frequent, semantically underspecified

verbs whose meaning can vary widely according to context (e.g.,

go, do, make, give). Light verbs are often grammaticalized cross-

linguistically (i.e., behave like grammatical morphemes) and take

a diverse variety of complements, making them syntactically

complex. Heavy verbs, which are semantically more specific, were

contrasted with light verbs by Gordon and Dell (2003) in the

Division of Labor hypothesis between semantics and syntax. It

was proposed that aphasic persons with weaker syntactic abilities

would be worse at producing light verbs and vice versa. These

predictions were borne out in double dissociations (Kim and

Thompson, 2004; Barde et al., 2006). This division of labor between

semantic and syntactic complexity of verbs was further supported

in a large corpus of 164 persons with aphasia, which found a trade-

off (negative correlation) between verb naming in confrontation

(most of which are heavy verbs) and (1) light verb use and (2)

syntactic productivity (Thorne and Faroqi-Shah, 2016) (replicating

Berndt et al., 1997a; Webster et al., 2001).

To summarize the empirical findings on verb deficit in PSA-G,

they show a paucity of verbs in narrative language, due to which

a verb deficit is recognized as one of the three core symptoms

of the agrammatic production (e.g., Tissot et al., 1973). Across

PSA subtypes (not just PSA-G), there is a negative association

between verb retrieval abilities at the single word level and sentence

well-formedness and complexity (Berndt et al., 1997a; Thorne and

Faroqi-Shah, 2016). In picture naming tasks where a single word

label is elicited, both PSA-G and non-agrammatic PSA show verb

retrieval difficulties (e.g., Matzig et al., 2009). In picture naming,

there is some evidence of double dissociations between PSA-G

and other groups regarding verb argument structure complexity

(Cho-Reyes and Thompson, 2012). When verbs are used in

sentences and narratives, there is insufficient evidence to suggest

that VAS complexity drives verb selection in PSA-G (Jonkers and

Bastiaanse, 1996; Malyutina and den Ouden, 2017). However,

extrapolating from Broca’s aphasia, it is likely that VAS elaboration

is limited in PSA-G (Malyutina and den Ouden, 2017). Finally,

PSA with syntactic deficits produce fewer light verbs (Thorne

and Faroqi-Shah, 2016). It should be pointed out that there are

some empirical confounds in investigations of argument structure

complexity in PSA-G: the action pictures used as stimuli may differ

across VAS types by imageability, visual complexity, or picture

name agreement. Additionally, sentences with complex VAS are

frequently longer than sentences with simpler VAS. Thus other co-

occurring deficits such as lexical retrieval or scope of incremental

planning might limit the production of sentences with complex

VAS verbs.

Sentence comprehension
Asyntactic comprehension in PSA-G generated immense

interest between the 1980s and 2000s (Grodzinsky, 1984, 1988;

Zurif et al., 1993; Caplan et al., 2007). Across a variety of

comprehension tasks, the following conclusions can be made

from studies that were more empirically robust (e.g., Berndt,

1991; Caplan et al., 2007, 2013; Pregla et al., 2022). Asyntactic

comprehension is found across neurotypical speakers and across

PSA subtypes (Caplan et al., 2007, 2013; see also Wilson and

Saygin, 2004; Pregla et al., 2022). In neurotypical speakers and mild

aphasia, the pattern of asyntactic comprehension is trigged by the

difficulty of the experimental task (Murray et al., 1997; Caplan

et al., 2013). Based on these findings, asyntactic comprehension

has been attributed to processing/resource limitations rather than

a syntactic deficit in agrammatism (Caplan, 2012; Caplan et al.,

2013).

Several studies have examined the ability of PSA-G to judge

the grammaticality of sentences across a variety of sentence

types (Linebarger et al., 1983; Baum, 1989; Wulfeck et al., 1991;

Grodzinsky and Finkel, 1996; Devescovi et al., 1997; Kim and

Thompson, 2000; Dickey and Thompson, 2009; Faroqi-Shah and

Dickey, 2009; Faroqi-Shah et al., 2020). The pattern that emerges

from these studies is that grammaticality judgement of most

sentence structures is preserved in PSA-G (e.g., wh-questions,

verb argument structure violations), the only consistent exception

being tense violations (e.g., Dickey et al., 2008), and a few other

long-distance dependencies (Baum, 1989).
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Summary of core morphosyntactic characteristics
of PSA-G

To conclude this section, the most empirically robust findings

in PSA-G are impairments in: producing well-formed sentences,

elaborating verbs with their arguments in sentence contexts,

and producing and comprehending verb tense morphology.

Impairments in closely associated processes, such as knowledge of

verb argument structure, verb affixation, and function assignment

are not implicated in PSA-G. Finally, asyntactic comprehension is

not uniquely associated with PSA-G (e.g., Wilson and Saygin, 2004)

and is more likely a generic response to higher processing demands

(Caplan, 2012).

Re-envisioning PSA-G in a broader cluster
of symptoms

A morphosyntactic profile of PSA-G has emerged from the

synthesis of evidence in the previous section. However, this is an

incomplete portrayal of PSA-G because agrammatic production

is one symptom within the broader clinical profile of post-stroke

aphasia resulting from left inferior frontal gyrus (LIFG) lesions.

Some of these “non-syntactic” aspects are closely associated with

PSA-G, such as a slow speaking rate and symptom variability

(e.g., Kok et al., 2007; Gordon and Clough, 2020; Gleichgerrcht

et al., 2021), while others are characteristic of aphasia in

general, such as phonological and cognitive deficits, and use of

compensatory strategies to accommodate linguistic deficits (e.g.,

Braber et al., 2005; Chapman and Hallowell, 2021). Yet others

are the consequence of stroke, such as slowed processing speed,

perceptuo-motor impairments, and depression (Assayag et al.,

2022; Hazelton et al., 2022; Yoo et al., 2022). Figure 1 illustrates the

complexity and dynamics of factors at play in PSA-G. The inner

layers reflect linguistic attributes most closely associated with PSA-

G and the outer layers represent symptoms found across aphasias

and stroke survivors. It is very likely that these multiple strata

interact in complex ways that are yet to be understood. Therefore

it is important to view PSA-G as an amalgamation of cognitive and

linguistic symptoms resulting from LIFG lesions. Progress toward

a comprehensive theory of PSA-G can be made by accommodating

this interaction between the morphosyntactic profile and other

non-syntactic behaviors, to the extent that the latter are relatively

consistent in PSA-G.

In this section, I will highlight several findings that are inherent

in the clinical picture of PSA-G and are overlooked in current

theories of agrammatism. Some of these findings question the

assumption that PSA-G is a purely morphosyntactic disorder and

argue for an expanded view of PSA-G that incorporates other

linguistic deficits. Other findings provide insights into cognitive

mechanisms that could be implicated as the underlying source

of agrammatic aphasia. Evidence for broadening of the linguistic

profile of PSA-G will be drawn from the high co-occurrence of

slow speech rate along with motoric and phonological deficits.

Indications of likely mechanisms that lead to agrammatic language

output will be taken from the multiple and synchronized functions

subserved by LIFG, and inter- and intra-individual variability

documented in PSA-G.

Broca’s aphasia, apraxia of speech, and
phonological errors

Broca’s aphasia is used as a proxy for PSA-G by numerous

researchers (e.g., Patel et al., 2008; Boye and Bastiaanse, 2018).

To better understand PSA-G, let us sift through the symptoms

that constitute Broca’s aphasia. Standardized assessments of aphasia

characterize Broca’s aphasia with the following multidimensional

profile: subjective identification of fragmented utterances produced

at a slow rate, impaired ability to repeat, and relatively preserved

auditory comprehension (Goodglass et al., 2001; Swinburn et al.,

2004; Kertesz, 2006). In the Western Aphasia Battery-Revised

(WAB-R, Kertesz, 2006), which is the most commonly used

standardized test (Kertesz, 2020), Broca’s aphasia is identified

with scores for fluency, comprehension, repetition, and naming

in the range of <5, 4–10, <7.9 and <9 respectively (on a scale

of 0–10). Of particular relevance is the lower repetition score,

which could occur due to phonological deficits and/or short-

term memory limitations. Indeed, phonological errors are widely

reported in Broca’s aphasia (Trost and Canter, 1974; Monoi et al.,

1983; Niemi et al., 1985) and this is relevant in the context of

PSA-G for at least three reasons. First, morphologically complex

words, which are often challenging for PSA-G, are confounded

by phonological complexity. Thus, substitution and omissions of

bound morphemes (e.g., kick or kicking for kicks) could be an

artifact of phonological challenges, as demonstrated in several

studies of PSA-G (Obler et al., 1999; Braber et al., 2005; Lambon

Ralph et al., 2005; Faroqi-Shah et al., 2010). In fact, several lesion

studies have demonstrated the proximity of lesions associated

with syntactic deficits and phonomotor deficits (Borovsky et al.,

2007; Faroqi-Shah et al., 2014; Na et al., 2022). This is illustrated

in Figure 2.

Secondly, errors in repeating multisyllabic words and phoneme

distortions are also a hallmark of motor planning difficulty in

apraxia of speech, a symptom that co-occurs with and has lesion

overlap with Broca’s aphasia (Hillis et al., 2004; Richardson et al.,

2012; Trupe et al., 2013; Basilakos et al., 2015; Ballard et al.,

2016). In fact, AoS is fairly common, occurring in 30% of PSA

(Ziegler et al., 2022). Third, den Ouden et al. (2019) reported

that PSA-G had more severe apraxia of speech and slower speech

rate compared to non-agrammatic PSA. To summarize, PSA-G is

one symptom of this broader clinical picture of Broca’s aphasia.

Importantly, while there is evidence indicating that agrammatic

language co-occurs, and is even confounded by, motoric and

phonological difficulties, there is no evidence to date indicating that

the morphosyntactic deficits of PSA-G occur in isolation without

any other linguistic deficits. In the absence of such evidence, it is

prudent to question the wisdom of conceptualizing PSA-G as an

insular deficit.

Non-fluency
As with the proxy use of Broca’s aphasia discussed in the

previous section, researchers and clinicians use non-fluent aphasia

as a proxy term and often use speech rate to diagnose agrammatism

(Gordon and Clough, 2020). The distinction between non-fluency

and agrammatic production is important because: (1) a slow rate

of speech (non-fluency) could arise from a variety of underlying
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FIGURE 2

The proximity of lesions for sentence production (red) and phonological (blue) deficits from a voxel wise lesion symptom mapping study of aphasia

(Faroqi-Shah et al., 2014). Reprinted with permission from Taylor & Francis Group.

reasons such as apraxia of speech, difficulty selecting between

competing responses (dynamic aphasia), and/or excessive self-

monitoring; (2) some fluent aphasias may be on a continuum with

Broca’s aphasia, and (3) fluency ratings can be unreliable (Gordon,

1998). In the multidimensional classification of aphasia, four

subtypes are considered non-fluent (global, Broca’s, transcortical

motor, and transcortical mixed). Two critical questions are posed

here. The first is whether there is a clearly delineated perceptual

dichotomy between fluent and non-fluent aphasia given that

accurate diagnosis of PSA-G is critical for empirical rigor. The

second question is whether we can establish any relationship

between PSA-G and slow rate. Evidence for this is evaluated next.

Fluent – non-fluent dichotomy

Despite the ubiquitous use of terms like fluent and non-

fluent, there is little published data on their actual rates of

speech. In the past few years, two studies analyzed the relationship

between rate of speech and other language measures although

neither study provides numerical values (Nozari and Faroqi-

Shah, 2017; Gordon and Clough, 2020). The data from the 112

unselected PSA in Nozari and Faroqi-Shah (2017) was used to

plot the distribution of rate of speech, measured as words per

second, in Figure 3. It is noteworthy that the distribution is

not bimodal, questioning the dichotomous distinction between

fluent and non-fluent. Furthermore, Gordon (2020) reported that

most disagreements of aphasia subtyping occurred between Broca’s

aphasia and two fluent aphasia types: anomic and conduction

aphasia (illustrated in Figure 3 in Gordon, 2020). There is

considerable overlap in theWAB-R profile scores of Broca’s aphasia

presented earlier (fluency, comprehension, repetition, and naming:

<5, 4–10, <7.9 and <9 respectively) with those for conduction

aphasia (>4, 7–10, <6.9 and <10 respectively; Kertesz, 2006).

Furthermore, behaviorally, both Broca’s and conduction aphasic

individuals produce phonological paraphasias with self-corrections

and have “functional” comprehension. These two subtypes can thus

be viewed on a continuum as they evolve over time with recovery

(Pedersen et al., 2004; Flowers et al., 2016). In fact, the overlap and

continuity between Broca’s and conduction aphasia may explain the

similar performance of these two groups in the classic finding of

asyntactic comprehension by Caramazza and Zurif (1976). These

evidences not only underscore the over-simplification of the non-

fluent-fluent dichotomy utilized in agrammatism research (Bates

et al., 1991), but also caution against assumptions that a purely

syntactic deficit exists in aphasia.

Relationship between non-fluency and morphosyntactic

deficits

A critical question is whether slow speech rate and

morphosyntactic deficits are a happenstance co-occurrence

or whether there could be a mechanistic relationship between these

two symptoms. Here we examine data from studies that examined

the relationship betweenmorphosyntactic abilities and some aspect

of speaking rate (Nozari and Faroqi-Shah, 2017; Faroqi-Shah et al.,

2022a; Salis and DeDe, 2022). In light of the previous critique

of the fluent-non-fluent dichotomy, it is noteworthy that all

three studies examined morphosyntactic abilities in aphasia as

a continuous variable instead of using a categorical diagnosis of

PSA-G. Nozari and Faroqi-Shah (2017) examined this question

using a path analysis of narrative language samples of 112 persons

with PSA (fromMacWhinney et al., 2011). Non-fluency (measured

as words per second and the WAB-R fluency rating, Kertesz,

2006) was most strongly predicted by morphosyntactic ability

(path coefficient = 0.45) and to a smaller extent by lexical abilities,

comprehension, and working memory (path coefficients = 0.11

to.13). The results of a new path analysis for morphosyntactic

ability as the dependent measure are shown in Figure 4 (using

data from Nozari and Faroqi-Shah, 2017). Morphosyntactic ability

is represented by the Developmental Sentence Score (DSS, Lee

and Canter, 1971). DSS provides a composite measure of an

individual’s morphosyntactic ability by locating eight types of

morphosyntactic elements in the narrative sample and assigning

weights to these based on age of acquisition norms (see also Thorne

and Faroqi-Shah, 2016). The predictive contribution of speech rate

(words/second) was the largest, more so than verb morphology (%

past tense), comprehension (WAB-R), and verb retrieval (% verbs)

(path coefficients are in Figure 4).

In another investigation of the relationship between speech

fluency and morphosyntactic abilities, we measured the occurrence

of disfluencies, such as filled pauses (uh, um, you know, etc.) and

silences (Faroqi-Shah et al., 2022a). Disfluencies are interpreted

as stalling for time for linguistic planning (Clark and Fox Tree,

2002; Howell, 2007; Salis and DeDe, 2022). Faroqi-Shah et al.

(2022a) used relative scores of two continuous language measures,

morphosyntactic productivity (DSS, Lee and Canter, 1971), and

lexical diversity (Malvern and Richards, 1997), to calculate a
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FIGURE 3

Distribution of rate of speech (words per second) in sample of 112 persons with aphasia (calculated from Nozari and Faroqi-Shah, 2017). The

numbers on the x-axis refer to the range of speech rates that are represented in each frequency column.

FIGURE 4

Results of a path analysis (with data from Nozari and Faroqi-Shah,

2017) showing the predictors for morphosyntactic productivity, as

measured by the Developmental Syntax Score (Lee and Canter,

1971). For simplicity only the latent variables are shown. Numbers

above the arrows represent the path coe�cients, *significant

predictors.

difference score (the Standardized Syntax Semantics Difference

Score, SSSD). The SSSD was used to categorize participants

into those with predominantly morphosyntactic (PSA-G) or

lexico-semantic (PSA-LS) deficits. Individuals with predominantly

morphosyntactic deficits produced more disfluencies overall (40%

disfluencies vs. 29%). Figure 5 shows the proportion of filled pauses

as a function of DSS for each group. The stronger association

between disfluencies andDSS for themorphosyntactic deficit group

indicates that this group is more likely to stall for time when

speaking (Figure 5). This suggests an association between non-

fluency and morphosyntactic deficit. Pause length is another metric

of language fluency. Salis andDeDe (2022) found that longer pauses

occurred within longer sentences in the narratives of mildly aphasic

and neurotypical speakers. Thus syntactic planning has a time cost

and individuals with proficient syntactic competence utilize pauses

for syntactic planning. Summarizing across the three studies, the

emerging picture is a strong association between morphosyntactic

planning and speaking time, as shown in a path analysis (Figure 4),

the higher occurrence of disfluencies in people with predominantly

morphosyntactic deficits (Faroqi-Shah et al., 2022a) and those who

successfully produce longer utterances (Salis and DeDe, 2022).

While the latter two findings might appear contradictory, the

common theme is that syntactic planning is associated with a high

time cost. The implication of timing for a future theory of PSA-G is

further analyzed in the Discussion section.

Inter- and intra-person variability
Individual variability in morphosyntactic performance is well

documented, both within participants due to task demands

(Hofstede and Kolk, 1994; Caplan et al., 2007; Kok et al., 2007;

Pregla et al., 2022) and across individuals with agrammatic

aphasia (Berndt, 1987; Miceli et al., 1989; Rochon et al., 2000;

Caramazza et al., 2001; Faroqi-Shah and Thompson, 2004; Drai,

2006). Inter-person variability is unsurprising in light of the

complex clinical profile of PSA discussed earlier (Figure 1). It

also begs the question of whether PSA-G is a binary clinical

condition, or whether agrammatic production lies on a continuum.

Arguments in favor of a continuum view are that symptoms

such as simplified sentence structure, morphological errors, and

impaired comprehension of complex sentences are also found in

other aphasia subtypes (Heeschen and Kolk, 1988; Bates et al., 1991;
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FIGURE 5

The relationship between filled pauses and deficit group in a

narrative language analysis of disfluencies (from Faroqi-Shah et al.,

2022a).

Edwards, 1998; Edwards and Bastiaanse, 1998; Caplan et al., 2007).

Several authors have used continuous measures such as the percent

of grammatical utterances, mean length of utterance, and DSS to

measure morphosyntactic ability (Thompson et al., 2012; Thorne

and Faroqi-Shah, 2016). This is not to say that a binary classification

of PSA-G is problematic or futile: it is possible that persons who

are clinically judged as “agrammatic” are at the extreme end of this

continuum. And investigations contrasting groups at the extreme

ends will be valuable in delineating the core characteristics of

morphosyntactic impairment in aphasia.

Intra-person variability that occurs due to task demands

or stimulus properties underscores a fundamental property

of morphosyntactic computations: momentary variations in

processing load impact the success of the computation. As

an illustration of processing load effects on morphosyntactic

computation, PSA-G produced more verb inflection errors when

required to sequence words into a sentence and inflect the verb

compared to just inflecting the verb (Kok et al., 2007; see also

Slevc and Martin, 2016). Similarly, passive sentences were more

accurately produced and comprehended with passive-bias verbs

than with verbs that more commonly occur in active sentences

(Gahl, 2002; Menn et al., 2003), and weremore accurately produced

when passive-morphology was cued (Faroqi-Shah and Thompson,

2003). In light of the inter-and intra-person variability in PSA-G,

the logical approach forward is to accommodate the variability into

future theoretical accounts of morphosyntactic deficits.

Lesion of the left inferior frontal region
Across studies, agrammatic language production in PSA is

unambiguously and consistently associated with large lesions of

the left inferior frontal gyrus (LIFG) and underlying white matter

connections (Faroqi-Shah et al., 2014; den Ouden et al., 2019;

Matchin and Hickok, 2020; Gleichgerrcht et al., 2021). Other

lesions, such as those in the left posterior temporal or parietal

cortex, have been less consistently implicated for morphosyntactic

production deficits (e.g., den Ouden et al., 2019; Gleichgerrcht

et al., 2021). The association between LIFG lesions and PSA-G is

unsurprising given extensive evidence of the critical role of LIFG

for morphosyntactic operations in neurotypical speakers (Embick

et al., 2000; Shapiro and Caramazza, 2003; Sahin et al., 2006;

Shapiro et al., 2006; Zaccarella et al., 2017). A key point, however,

is that the LIFG is not a purely syntactic region, but is involved

in several other linguistic operations at various time points during

language encoding. This was demonstrated by Sahin et al. (2009)

using intracranial recordings as people read or inflected words.

LIFG activity occurred sequentially for lexical (∼200 milliseconds),

morphological (∼320 milliseconds), and phonological (∼450

milliseconds) processing. Simply put, the LIFG is the end-stage hub

for the highly coordinated encoding of lexical, morphosyntactic,

and phonological representations for different elements in the

sentence (Sahin et al., 2009; see also Zhu et al., 2022). Therefore

LIFG lesions could not only affect morphosyntactic computations,

but also other linguistic functions that could be critical for sentence

production and directly contribute to the manifestation of PSA-

G. Correspondingly, LIFG lesions have been implicated for deficits

in phonological encoding (Borovsky et al., 2007; Indefrey, 2011;

Faroqi-Shah et al., 2014; Flinker et al., 2015; Na et al., 2022), motor

planning (Basilakos et al., 2018; Papitto et al., 2020), and word

selection (Robinson et al., 1998; Swick et al., 2008; Schnur et al.,

2009; Novick et al., 2010; Python et al., 2018).

In fact, the LIFG is an anatomically and functionally

heterogeneous region (Amunts et al., 1999; Tettamanti and

Weniger, 2006; Clos et al., 2013; Fedorenko and Blank, 2020; Asano

et al., 2022) that has been implicated not only for the linguistic

encoding mentioned earlier, but also for high level cognitive

functions such as selection, sequencing, and inhibition (Fadiga

et al., 2009; Schnur et al., 2009; Kunert et al., 2015; Maffei et al.,

2020; Kemmerer, 2022). Several authors have argued that the LIFG

is a domain- general (or supramodal) high level processing region

(Tettamanti and Weniger, 2006; Clos et al., 2013; Fedorenko and

Blank, 2020). It is also part of the multiple demand network that

helps modulate brain activity when there are high processing load

demands (Duncan, 2010). Given LIFG’s role in multiple linguistic

and cognitive functions, it is important to consider the cumulative

impact of the LIFG lesion in PSA-G. For instance, it is likely that

individuals with PSA-G have reduced overall processing capacity

resulting from their LIFG lesions (Tettamanti and Weniger, 2006;

Fedorenko and Blank, 2020). Thus they are unable to handle

the high and time-constrained processing demands of sentence

production as effectively as other PSA who do not have LIFG

lesions. A future theory that accommodates the cumulative impact

of LIFG damage on the processing demands of sentence production

will better reflect the functional reality of this region and will be a

step closer to a mechanistic explanation of PSA-G.

Summary of PSA-G as a broader symptom cluster
To summarize, this section presented evidence of the co-

occurrence of non-syntactic deficits in individuals with PSA-

G, particularly impairments in phonological encoding, motor

planning, and speech fluency. Moreover, LIFG lesions, which are

the primary etiology of PSA-G, have also been implicated for
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these non-syntactic impairments. Based on this evidence, it is

prudent to view PSA-G not as an isolated syntactic deficit but

as a symptom complex that includes phonomotor difficulties.

This blending of morphosyntactic and phonomotor deficits is

not an entirely novel idea, and has been proposed earlier [Pick,

1913; Kean, 1977 (cited in Akhutina, 2016); Kolk and Heeschen,

1992]. In light of the evidence presented in this section, there is

currently no strong rationale to pursue theoretical accounts of an

isolated syntactic deficit in aphasia. To move toward a theoretical

account for the broader PSA-G symptom complex, this section

drew attention to the widely reported phenomenon of symptom

variability in PSA-G. Inter-individual variability may stem from

the different extents of syntactic and phonomotor deficits across

individuals. Intra-individual (task-based) variability may reflect the

(in)ability of the LIFG-lesioned language network to handle the

momentary processing and integration demands of the sentence

being formulated. The next section evaluates current theories of

PSA-G in the context of the broader PSA-G symptom cluster

presented here and the core symptoms of PSA-G identified in the

preceding section.

Extant theories of PSA-G

Given the non-specificity of asyntactic comprehension across

aphasia subtypes (Caramazza and Zurif, 1976; Wilson and Saygin,

2004; Caplan et al., 2007), this section will focus on accounts of

agrammatic production. Numerous theories of agrammatism have

been proposed in the past four decades. Most extant models view

PSA-G as a purely morphosyntactic disorder. Most models also

focus on one aspect of the agrammatic symptom cluster such as

asyntactic comprehension (Zurif, 1998; Salis and Edwards, 2008),

verb complexity (Thompson, 2003; Barde et al., 2006), or verb tense

morphology (Friedmann and Grodzinsky, 1997; Faroqi-Shah and

Thompson, 2007; Fyndanis et al., 2012). A sample of these theories

is given in Table 1.

Although a detailed discussion of these theories is beyond

the scope of the present paper, a few key observations are

highlighted. Extant theories fall into two broad genres: linguistic

and mechanistic. Studies of PSA-G have been dominated by

the application of linguistic theories to specific symptoms (e.g.,

Grodzinsky, 1984; Friedmann and Grodzinsky, 1997; Boye and

Bastiaanse, 2018). These investigations align a linguistic theory with

a specific symptom dissociation in PSA-G. In a recent example of

this approach, Boye and Bastiaanse (2018) and Boye et al. (2023)

used the contrast between grammatical and lexical functions of

different words to show that the former word class is deficient

in PSA-G (per the ProGram theory, Harder and Boye, 2011).

However, PSA-G’s dissociation in these two word classes has been

documented for decades and formalized in prior theories such

as the closed-class theory of agrammatism (Bradley et al., 1980;

Biassou et al., 1997). Another example of a linguistic account, which

prompted a large body of cross-linguistic investigations of PSA-G,

focused on hierarchies of functional categories in the syntactic tree

structure (Friedmann and Grodzinsky, 1997). Such linguistically-

oriented studies have yielded detailed symptom descriptions of

PSA-G (e.g., Wenzlaff and Clahsen, 2004; Burchert et al., 2005;

Duman et al., 2007). Besides their focus on single symptoms,

linguistically descriptive accounts have done little to advance

current understanding of the underlying neurocognitive source of

PSA-G. That is, these accounts do not explain why the symptom

occurs in PSA-G. Further, most of these accounts lack linking data

from neurotypical speakers that attests to the psychological reality

of the identified linguistic computation.

Mechanistic theories, in contrast, attempt to explain the

observed symptoms using one or more cognitive process(es) or

strategies. In general, these theories implicate a unitary cognitive

mechanism (or deficit) to explain a cluster of PSA-G symptoms.

Some examples of these accounts include Pick’s (1913) Economy

of Effort, Bates and MacWhinney’s (1987) Competition Model,

Kolk’s (1995) Time-based approach, Ullman’s (2001) Declarative

Procedural Hypothesis, and Gordon and Dell’s (2003) Division

of Labor. Unlike linguistic theories, few mechanistic theories

adopt a purely syntactic view of agrammatism, thus more

easily accommodating the multi-faced clinical picture of PSA-

G. The general limitations of this genre of theories include

insufficient delineation of how (or why) PSA-G differ from

non-agrammatic PSA, and the limited efforts to empirically

validate their predictions. Of course, the linguistic-mechanistic

distinction of theories is not entirely binary, and some theories

incorporate elements of both. For example, the Trace-Deletion

Hypothesis for asyntactic comprehension suggests that persons

with PSA-G have lost movement-traces and compensate for

the absence of linguistic computation by applying heuristic

strategies (Grodzinsky, 1984).

Summary of PSA-G theories and considerations
for a future theory

The numerous theories of PSA-G that have been proposed

(Table 1) broadly fall under a descriptive or a mechanistic label.

While the former genre of theories tend to focus on a single

symptom, the predictions of the latter genre have not been

sufficiently tested. As yet, no theory of agrammatism explains the

complete picture of PSA-G findings that has emerged over the past

few decades. Of particular relevance for a comprehensive theory

are the following observations. First, the theory must accommodate

the core morphosyntactic symptoms that are uniquely associated

with PSA-G: fragmented sentences, difficulty with functional

morphology, especially tense marking, and elaboration of verb

argument structure. Second, the theory must accommodate PSA-

G’s preserved abilities for some syntactic computations such as

structural priming, incremental planning, and sensitivity to some

syntactic violations. Third, the co-occurrence of non-syntactic

deficits such as phonomotor deficits and non-fluency, needs to

be accommodated. Conversely, there needs to be strong rationale

for proposing an exclusive syntactic deficit. Fourth, symptom

variability needs to be accommodated. While inter-individual

variability can be easily explained by differences in lesion extent or

co-morbidities, within-individual variability from task demands is

tricky to explain. Further, a well-founded theory should not only

account for the core symptoms of PSA-G but also delineate the

mechanism underlying the paradox of other PSA (e.g., Wernicke’s

and conduction aphasia) who are able to formulate sentences with
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TABLE 1 An illustrative selection of theories of agrammatism in post-stroke aphasia, presented in chronological order.

Year Theory Symptom(s) Reference(s)

1913 Economy of effort Omissions of closed class and bound morphemes Pick, 1913

1976 Use of heuristics Asyntactic comprehension Caramazza and Zurif, 1976; Frazier and

Friederici, 1991

1977 Phonological simplification Omission of bound morphemes Kean, 1977

1978 Closed class theory and its modifications Omissions of closed class and bound morphemes Bradley et al., 1980; Friederici, 1982;

Bates et al., 1991

1984 Trace deletion hypothesis Asyntactic comprehension Grodzinsky, 1984, 1986

1985 Adaptation theory Fragmented speech Kolk, 1995

1987 Competition model Language specific patterns are better preserved Bates and MacWhinney, 1987

1991 Usage-based account(s) Language specific patterns are better preserved Bates et al., 1991; Gahl and Menn, 2016

1995 Time-based approach (slow activation,

fast decay)

Fragmented speech Friederici, 1995; Kolk, 1995; Swinney

and Zurif, 1995

1997 Tree pruning Differential impairment of functional categories

(e.g., tense vs. agreement)

Friedmann and Grodzinsky, 1997

1997 Dual route model Regular past is more impaired than irregular past Ullman et al., 1997

2003 Argument structure complexity

hypothesis

Verbs with complex verb argument structure are

impaired

Thompson, 2003

2003 Shared syntax resource hypothesis Asyntactic Comprehension Patel, 2003

2003 Division of labor Light vs. heavy verbs Gordon and Dell, 2003

2004 Tense under-specification Errors in verb tense Wenzlaff and Clahsen, 2004

2004 Tense and agreement

under-specification

Differential impairment of functional categories Burchert et al., 2005

2005 Derived order problem hypothesis Non-canonical sentence structures are more

impaired

Bastiaanse and van Zonneveld, 2005

2007 Diacritical encoding and retrieval Errors in verb tense Faroqi-Shah and Thompson, 2007

2007 Resource reduction hypothesis Asyntactic comprehension Caplan et al., 2007; Caplan, 2012

2008 Set partition wh-question comprehension Salis and Edwards, 2008

2008 Slow processing of syntax Asyntactic comprehension Zurif et al., 1993

2011 Past discourse linking hypothesis Past tense is worse than other tenses Bastiaanse and Thompson, 2012

2012 Interpretable features impairment

hypothesis

Differential impairment of functional categories Nanousi et al., 2006; Varlakosta et al.,

2006; Fyndanis et al., 2012

2015 Intervener hypothesis Asyntactic comprehension Sheppard et al., 2015

2016 Grammatical encoding co-occurrence Differential impairment of functional categories Duffield, 2016

2018 Usage-based account(s) Grammatical words worse than lexical words Boye and Bastiaanse, 2018

2022 Processability theory Syntactic simplification hierarchy Dyson et al., 2022

2022 Rational behavior Omissions of closed class and bound morphemes Fedorenko et al., 2022

relatively better sentence structure at a fluent speaking rate. Indeed,

there is a critical gap in the current mechanistic understanding

of how lexical, grammatical, motoric, and cognitive processes

work together to enable fluent sentence production in neurotypical

adults and how this breaks down in PSA-G. In summary, there

are numerous compelling reasons to re-envision PSA-G within a

theoretical framework that accommodates and integrates several

findings that are unaddressed by current theories. Other authors

have also recently revisited the theoretical framework of PSA-G

(Dyson et al., 2022; Fedorenko et al., 2022).

Discussion

The goal of this paper is to develop a theoretical account of

neurocognitive mechanism(s) underlying PSA-G that integrates

the range of empirical findings and extends our understanding

of the condition. The previous sections identified several reasons

that have impeded advances in the understanding of PSA-G.

A major factor that has stymied progress is the rigor and

reproducibility of the empirical evidence, which is weakened by

inconsistencies in patient characterization and failure to meet the
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minimum inferential assumptions of neuropsychological research

(Caramazza, 1984; Bezeau and Graves, 2001; Martin, 2006; Gaeta

and Brydges, 2020). The second issue is the narrow focus on

morphosyntax, when in fact, morphosyntactic deficits do not occur

in a vacuum. These are but one of a cluster of co-occurring

symptoms in PSA-G, particularly phonomotor deficits and non-

fluency (Kean, 1977; Goodglass and Kaplan, 1983; Blumstein,

2000). Further justification for broadening the view of PSA-G

beyond a purely syntactic deficit comes from the multifunctional

nature of the LIFG, whose lesions are the most consistent etiology

of PSA-G. Third, a majority of current PSA-G theories are

descriptive, in which linguistic theory is mapped onto any one

PSA-G symptom, often lacking an actual explanation of why

the symptom occurs. While there are some mechanistic accounts

of PSA-G (e.g., Kolk, 1995), there isn’t yet a sufficient body of

empirical evidence to validate these accounts.

Gaps in the current understanding of neurocognitive

mechanisms underlying PSA-G can be bridged by drawing from

psycholinguistic findings of how neurotypical speakers formulate

sentences. Mechanisms of neurotypical sentence production

can be used as a framework within which to compare aphasic

performance. This approach was taken by Thompson and

colleagues in a series of studies comparing real-time encoding of

sentences across agrammatic and neurotypical speakers using eye-

tracking methods (Lee and Thompson, 2011b; Mack et al., 2013;

Lee et al., 2015; Cho-Reyes et al., 2016). These studies are a valuable

first step in uncovering specific aspects of sentence planning, such

as incremental encoding of verb arguments. In the ideal world, we

would have comparisons of real time performance across speakers

who are neurotypical, PSA without agrammatism, and PSA-G.

Comparisons across the first two groups would delineate the

general impact of aphasia (including word retrieval difficulties),

while comparisons across the latter two groups would pinpoint

why some aphasic speakers formulate fairly well-formed sentences

while PSA-G do not. In the next section, pertinent findings of

constituent assembly in neurotypical speakers are presented so that

these findings can be integrated into a theory of PSA-G. This is

an alternate approach to the linguistic theory approach that is so

prevalent in PSA-G research. Neurotypical findings of constituent

assembly will be used as a backdrop to present the Synergistic

Processing Bottleneck model. The rationale and key assumptions

of this model are presented, followed by unanswered questions that

await further research.

Integrating psycholinguistic findings to
inform a theory of agrammatism

A common approach in testing theories of PSA-G is to

compare their accuracy in simple constrained tasks (e.g., sentence

completion) with neurotypical speakers whose performance is close

to ceiling. In addition to the inferential weakness of this single

dissociation approach, the near perfect accuracy of neurotypical

speakers misses a key linking element: how do neurotypical

speakers operate during sentence production, and how do those

neurotypical phenomena inform mechanisms underlying PSA-G.

As a way to move forward, this section will overview four key

findings pertaining to sentence planning in neurotypical speakers

that could inform a theory of PSA-G. The findings were selected to

align with the PSA-G symptoms discussed earlier.

Following a classic language production model (Bock and

Levelt, 1994), we use the term constituent assembly to refer to

syntactic computations that combine two linguistic units, resulting

in words (e.g., [stem]+[affix]), phrases, or hierarchical syntactic

structures. Some of these computations fulfill an element of

the speaker’s message (e.g., tense) while others fulfill language-

specific well-formedness constraints (e.g., subject-verb agreement

for gender or number).

Constituent assembly proceeds incrementally
Several studies have shown that speakers do not plan an

entire sentence before they speak. Rather they plan utterances

incrementally such that earlier occurring lexical nodes (or

“syntactic treelets”) are planned and proceed on to articulatory

planning before the next lexical node is planned (Griffin and Bock,

2000; Ferreira and Swets, 2002; Timmermans et al., 2012). This

means that, when producing a subject-verb-object type of sentence

(e.g., The boy ate a sandwich), the verb phrase is being syntactically

planned simultaneously as the subject noun phrase is in some

stage of phonological-articulatory planning. This has implications

for PSA-G’s reduced processing capacity, as was demonstrated

by Lee and Thompson (2011b). They examined eye-fixations on

adjuncts (e.g., picture of restaurant in the target sentence, The boy

ate a sandwich at the restaurant). While neurotypical adults’ eye-

fixations on the adjunct occurred as they were speaking earlier parts

of the sentence, PSA-G’s fixations occurred before sentence onset.

PSA-G’s looks on the adjuncts prior to initiating the sentence show

their difficulty in simultaneously planning and speaking, which

is required for incremental sentence planning. It is also possible

that PSA-G’s difficulties with incremental planning are reflected in

their slow speech rate and high proportion of disfluencies relative

to other PSA (Nozari and Faroqi-Shah, 2017; Faroqi-Shah et al.,

2022b).

Constituent assembly hinges on verb retrieval
Constituent assembly proceeds only after obligatory lexical

elements are accessed. Evidence comes from the dependence of

speech onset times on when the verb (Antón-Méndez, 2020)

and its internal arguments (Momma et al., 2016, 2018) become

available. For example, Antón-Méndez (2020) manipulated when

each picture of a person-action-thing scenario was presented (e.g.,

pictures of baby, eating, and egg for the target sentence The

baby is eating an egg). Sentence initiation times aligned with

the presentation of the action picture although speakers had

the opportunity to plan the subject phrase incrementally before

retrieving the action. Next, a verb (or other lexical node) first

needs to be retrieved before its grammatical morphemes can be

planned. Evidence for this comes from longer speaking times

for phonologically matched grammatical (e.g., is in The bird is

flying) vs. lexical verbs (e.g., is in The bird is black) (Lange

et al., 2017). In both instances, the lexeme is occurs as the

third word in the sentence, but takes longer to articulate as a

grammatical element because its planning hinges on the main verb

flying. These psycholinguistic realities explain why verb retrieval

difficulties are associated with impoverished sentences in PSA
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(Berndt et al., 1997a; Thorne and Faroqi-Shah, 2016). The crucial

role of verb retrieval in PSA is also evident in the path analysis

in Figure 4 where verb retrieval, but not noun retrieval predicted

sentence production.

Constituent assembly is computationally
demanding

There is evidence for the large computational demands and

scope of planning of constituent assembly (Allum and Wheeldon,

2007). This is indicated by several findings. First, speakers

take longer or make more errors in utterance planning when

there is a high processing load or under processing capacity

limitations (Ferreira and Swets, 2002; Sikora et al., 2016; Slevc and

Martin, 2016; Fyndanis et al., 2018). The fact that neurotypical

and PSA speakers take advantage of lexical and syntactic

accessibility in structural priming paradigms further points to the

computationally intense nature of constituent planning (Faroqi-

Shah and Thompson, 2003; Lee et al., 2015; Cho-Reyes et al.,

2016). Next, neurotypical speakers as well as those with aphasia

show a trade-off between syntactic complexity and lexical-semantic

richness in sentence production (Thorne and Faroqi-Shah, 2016;

Rezaii et al., 2022). For example, in utterances with low frequency

words, neurotypical speakers use high frequency syntactic frames

(and vice versa), showing that the computational demands of

sentence planning necessitate a balance between syntactic and

lexical load (Rezaii et al., 2022). PSA with syntactic deficits produce

more semantically specific words while those with lexical-semantic

deficits produce semantically lighter words (Thorne and Faroqi-

Shah, 2016). Similarly, speakers with a variety of diagnoses show

a trade-off between syntactic complexity (or sentence length) and

phonological and motor complexity (Silverman and Ratner, 1997;

Obler et al., 1999; Marshall and van der Lely, 2006; Walsh and

Smith, 2011). These trade-offs indicate that constituent assembly

is computationally demanding and is compromised when other

linguistic processes require computational resources. For PSA-G

in particular, the frequent co-occurrence of phonological/phonetic

difficulties (Blumstein, 2000) and apraxia of speech (Trupe et al.,

2013) in Broca’s aphasia likely diminishes computational resources

that are available for constituent assembly.

The LIFG is a core neural hub for
constituent assembly

There is a rigorous body of neuroimaging research examining

the spatial and temporal correlates of constituent assembly,

including the production of words, phrases, and inflectional

morphemes (Indefrey et al., 2001; Shapiro et al., 2006; Sahin

et al., 2009; Roos and Piai, 2020; Hauptman et al., 2022). These

studies have revealed that constituent assembly for production

engages a left hemisphere network, with the posterior LIFG and

posterior parts of the left superior and middle temporal gyri

(LpSTG-MTG) as the syntactic hubs of this network (Matchin and

Hickok, 2020). While the LpSTG-MTG region is more consistently

associated with verb argument structure (Thompson et al., 2010;

Malyutina and den Ouden, 2017), across these production studies,

TABLE 2 Definitions of key terms in the Synergistic Processing Bottleneck

model.

Synergy refers to the time-sensitive coordination between content (lexical

processes) and structure (morphosyntactic processes) that feeds into

articulatory planning for sentence production.

Processing capacity is the ability to store, compute, and update linguistic

information. It is the collective outcome of lesion, cognitive-linguistic

abilities, and personal factors for a person.

Processing load is the momentary effect of accessibility and task demands

on language production. Several factors modulate processing load at a given

moment, including language specific usage patterns and contextual

accessibility.

Processing bottleneck is the outcome of handling a computation with high

processing load that exceeds the processing capacity of the person. The

processing bottleneck threshold depends on neurological status, particularly

LIFG lesion.

Delay refers to either insufficient activation from degraded representations,

slow activation, fast decay, or difficulty in resolving competition.

Phonomotor ability collectively refers to two post-syntactic processes

which are not straightforward to distinguish in aphasia, phonological

encoding (syllabification) and speech motor planning.

the LIFG is shown to be specifically involved in linear assembly

of linguistic elements. As alluded to in earlier sections of this

paper, this role of LIFG in constituent assembly is relevant not

only because it is the most consistently lesioned region in PSA-

G (den Ouden et al., 2019), but is also the end-stage hub for

the highly coordinated encoding of lexical, morphosyntactic, and

phonological representations for different elements in the sentence

(Sahin et al., 2009; see also Zhu et al., 2022).

In summary, several lines of evidence indicate that constituent

assembly is a computationally demanding process that proceeds

incrementally, hinges on verb retrieval, and engages morphological

elaboration only after selection of the lexical head. Production

trade-offs between syntactic and lexical complexity indicate

that fluent sentence production depends on a precisely timed,

synergistic coordination between morphosyntactic, lexical (verb),

and phonomotor processes. The LIFG is a critical end-stage

hub for this integration between constituent assembly and

phonomotor encoding.

The Synergistic Processing Bottleneck
model

With the aim of moving the field forward, this section

outlines a multicomponent mechanistic model of PSA-G. This

model integrates the core morphosyntactic deficit of PSA-G

with two non-syntactic components (which admittedly are not

mutually exclusive): (a) other linguistic processes inherent in

sentence planning (e.g., lexical/phonomotor) and (b) processing

capacity. This model is adapted from classic psycholinguistic

models of language production in neurotypical speakers (e.g.,

Bock and Levelt, 1994; Slevc, 2023). Like classic models, this

model emphasizes that language production requires a synergistic

coordination between content (lexical processes) and structure

(morphosyntactic processes). The difference between this model

and classic models of language production is that it identifies
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FIGURE 6

The Synergistic Processing Bottleneck Model of Agrammatism, showing sentence production in (A) neurotypical speakers, and (B) persons with

agrammatic aphasia. Morphosyntactic computations (or constituent assembly) are a potential bottleneck due to the high processing load.

Computations that are vulnerable in PSA-G due to LIFG lesion are noted in red font. These vulnerabilities exaggerate the processing bottleneck and

result in slowly uttered, agrammatic speech output.

constituent assembly as the locus of a processing bottleneck

for sentence planning (for all speakers). This is illustrated

in Figure 6A. The central tenet of the Synergistic Processing

Bottleneck (SPB) Model is that sentence production in PSA-G

is undermined by a combination of delays in three linguistic

processes (constituent assembly, verb activation, phonomotor

planning) and processing limitations that cumulatively create a

bottleneck at the point of articulatory planning. This is illustrated

in Figure 6B. Key terms in the SPB model are defined in

Table 2. In light of the core requirements of a future theory

of PSA-G listed earlier, the SPB model differs from previous

theories (Table 1) in several ways. First, it integrates empirical

findings of constituent assembly in neurotypical speakers with

PSA-G symptoms to identify a mechanism that can explain

the relative impairment and sparing of morphosyntactic abilities

in PSA-G. Second, rather than an exclusive syntactic deficit,

it proposes a broader view of PSA-G that allows for the co-

occurrence of non-syntactic symptoms such as non-fluency.

Third, it identifies delays in the timecourse of syntactic and

phonomotor processes and processing capacity limitations as the

key mechanisms underlying PSA-G. Fourth, it explains symptom

variability, particularly intra-person variability in PSA-G, as an

interaction between processing capacity and processing load. Yet

another difference between prior theories and SPB is the latter’s

inclusion of a neuroanatomical locus (LIFG). Finally, it provides

a mechanism for differentiating the symptoms of PSA-G from non-

agrammatic PSA. In the following paragraphs, the rationale for

the model will be postulated. Next, PSA-G and non-agrammatic

PSA will be contrasted to explain why sentence production

deficits are predominant in the former, and testable predictions

of the model will be outlined. I will end with implications for

future research.

Comorbidity of LIFG functions provides a
mechanism for the full symptom cluster

The starting point for SPB is the juxtaposition of three LIFG

functions that are compromised in PSA-G due to LIFG lesions:

constituent assembly, phonomotor planning, and the endstage hub

for the highly coordinated encoding of lexical, morphosyntactic,

and phonological representations for different elements in the

sentence (Sahin et al., 2009; see also Zhu et al., 2022). As for the

major lexical categories (nouns and verbs), there is evidence that

verb processing selectively engages the LIFG while both nouns

and verbs engage left posterior temporal regions (Shapiro et al.,

2006; Faroqi-Shah et al., 2018). This explains the IFG’s role in

integrating linguistic and cognitive representations is also noted

in other recent models (Roger et al., 2022). PSA-G is proposed

to result from the cumulative effect of LIFG lesions on these

three functions. While there is evidence indicating that agrammatic

language co-occurs, and is even confounded by, phonomotor

difficulties, there is no evidence to date indicating that the

morphosyntactic deficits of PSA-G occur in isolation without any

other linguistic deficits. In the absence of such evidence, it is better

not to view PSA-G as an insular morphosyntactic deficit (see also

Fedorenko et al., 2022). With this neuroanatomical backdrop, I

will next focus on the cognitive-behavioral mechanisms underlying

PSA-G.
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Delays and cumulative bottleneck
We speak at an incredibly fast pace of about 150–200 words

per minute (Picheny et al., 1986). To achieve this, constituent

assembly requires precise synchrony between lexical retrieval and

morphosyntactic processes. The encoded sentence constituents are

incrementally dispatched for motor planning. The importance of

timing for sentence production was first proposed by Kolk (1995).

Based on the notion that syntactic trees are built incrementally for

sentence production, Kolk (1995) highlighted that synchronized

timing of lexical and morphological elements is essential for

assembling syntactic trees. Delays in activation of lexical and/or

morphological elements could result in agrammatic sentence

production. In the SPB model, delay refers to either insufficient

activation from degraded representations (Grober, 1984), slow

activation (Zurif et al., 1993; Burkhardt et al., 2008), fast decay

(Faroqi-Shah et al., 2010), or difficulty in resolving competition

(Novick et al., 2010; Mailend et al., 2019) among lexical and/or

morphological elements. Although we expect general processing

speed delays in all PSA (Faroqi-Shah and Gehman, 2021; Yoo et al.,

2022), there is evidence that individuals with PSA-G are particularly

slow in real-time activation of lexical and syntactic representations

(Freiderici and Kilborn, 1989; Prather et al., 1992, 1997; Zurif et al.,

1993; Blumstein and Milberg, 2000; Burkhardt et al., 2008; Love

et al., 2008; Ferrill et al., 2012). For example, in a series of studies

that compared the timecourse of priming effects in PSA-G and

Wernicke’s aphasia, Zurif et al. (1993) found slowed activation of

lexical and syntactic elements in PSA-G. In contrast, individuals

with Wernicke’s aphasia demonstrated a normal timecourse of

lexical and syntactic activation (Prather et al., 1992, 1997; Zurif

et al., 1993). A few authors have implicated a downstream

effect of slowed lexical activation on syntactic structure building

impairment in PSA-G (e.g., Love et al., 2008; Ferrill et al., 2012)

and a few others have identified constituent assembly (Merge)

as the locus of slowed activation (e.g., Burkhardt et al., 2008).

Another source of activation delays is co-morbid apraxia of speech,

which is attributed to delays in resolving competition between

motor plans and syllable planning (Haley and Jacks, 2019; Mailend

et al., 2019, 2021). The cumulative result of these different delays

is an articulatory bottleneck due to which fragmented utterances

are spoken slowly (Figure 6B). This is supported by the strong

association between speaking rate and syntactic productivity in

aphasia (Nozari and Faroqi-Shah, 2017; Faroqi-Shah et al., 2022b;

Salis and DeDe, 2022).

Additionally, it is possible that the delays themselves are

a circular issue where lexical, morphosyntactic, or motoric

representations can decay from the short-term memory buffer

before they are integrated. For example, if there is a delay in verb

retrieval, the already activated verb’s argument(s) may decay before

the verb can be integrated with the arguments. Consistent with

this, persons with Broca’s aphasia use a more restricted variety

of verb argument structures than other PSA (Malyutina and den

Ouden, 2017). Using eye-tracking methods, PSA-G were also noted

to have delayed activation of VAS (Mack et al., 2013). Likewise,

there could be delays or decay of referential aspects of a speaker’s

message (often conveyed by pronouns, functional morphemes,

or clausal structures) before constituent assembly is complete.

This could account for the pervasive difficulty in expressing and

comprehending verb tensemorphology in PSA-G (Faroqi-Shah and

Dickey, 2009).

The cumulative nature of the articulatory bottleneck implies

that articulatory planning of successfully retrieved lexical elements

(e.g., nouns) will be uninterrupted in PSA-G. Evidence for this

comes from the finding that phonological primes did not facilitate

noun picture naming but facilitated verb picture naming in a group

of PSA-G who showed a selective verb deficit (Lee and Thompson,

2011a). Noun naming speed was not boosted by phonological

primes because nouns did not encounter planning bottlenecks.

Processing trade-o�s
A comprehensive theory of PSA-G should be able to

account for the well-observed inter and intra person variability

in agrammatic symptoms. Individuals with PSA vary in their

processing capacity (Murray, 2012; Ivanova and Hallowell, 2014;

Faroqi-Shah et al., 2022a). In this paper, processing capacity is

defined as the ability to store, compute, and update linguistic

information. It is the collective outcome of lesion, cognitive-

linguistic abilities, and personal factors for any given person

(Figure 1). Thus, inter-person variability could be explained by

individual differences in processing capacity. Evidence suggests

that those with LIFG lesions are particularly vulnerable to

processing capacity limitations for language computations (Novick

et al., 2010; Robinson et al., 2010; Slevc and Martin, 2016;

Stampacchia et al., 2018). For example, Robinson et al. (2010)

demonstrated that sentence generation became increasingly

difficult for individuals with LIFG lesions as the number of

conceptual propositions was increased. This relationship was

not found in individuals whose lesions spared the LIFG,

showing that LIFG lesions limit processing capacity. Comparable

reductions in processing capacity following LIFG lesions have

been reported for both linguistic and non-linguistic computations

(see also Tettamanti and Weniger, 2006; Stampacchia et al.,

2018).

Processing capacity can be viewed as a static ability which

interacts with dynamic modulations in processing load for the

speaking task at hand. This paper defines processing load as

the momentary effect of accessibility and task demands. Several

factors modulate processing load at a given moment, including

language specific usage patterns and contextual accessibility (Menn

and Obler, 1990; Bates et al., 1991; McRae et al., 1997; Gahl

and Menn, 2016; Lee, 2020; Goldberg and Ferreira, 2022). Thus

for example, planning a sentence with a typical verb-argument

(e.g., The policeman arrested the thief ) requires fewer processing

resources than with a less typical argument (e.g., The policeman

arrested the teacher), which in turn would demand fewer resources

than a non-canonical sentence structure (e.g., The teacher was

arrested by the policeman). These load effects, however, may

be reversed if the context favors the less typical argument, or

a non-canonical sentence frame, or with task demands. These

momentary variations in processing load will affect the speed

with which computations can be completed, which in turn, can

exacerbate or alleviate the articulatory bottleneck. The likelihood

of a processing bottleneck specifically in PSA-G is supported

by the finding that non-fluent PSA’s production of well-formed
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sentences is more accurate and faster when using more frequent

subject nouns compared to less frequent subject nouns (see also

Robinson et al., 2010; Speer and Wilshire, 2013). In contrast,

fluent PSA do not show a facilitation of sentence structure

based on subject noun frequency. Thus, task-related intra-person

variability in sentence production is captured by processing load

effects. Overuse of canonical word order, frozen phrases, and

frequent verb forms (Bates et al., 1987; Faroqi-Shah and Thompson,

2004; Ishkhanyan et al., 2017) could be a strategy to deal with

processing limitations.

Several authors have proposed processing accounts for

PSA, including those for comprehension (Caplan et al., 2007;

Burkhardt et al., 2008; Avrutin and Baauw, 2013), production

(Kolk, 1995; Dyson et al., 2022), and overall symptoms (Hula

and McNeil, 2008). The SPB model proposes that when the

aggregate of a person’s processing capacity and processing

load during sentence production falls below a threshold, it

results in agrammatic language production. The computational

demands of constituent assembly trip up the sentence production

machinery in PSA-G. The SPB framework thus accommodates

inter- and intra-individual variability in sentence production.

The SPB model differs from previous processing capacity

accounts of PSA-G (Kolk, 1995; Kok et al., 2007; Caplan

et al., 2013) by identifying specific syntactic and non-syntactic

vulnerabilities, incorporating LIFG symptoms, including a

timing component, and embracing the heterogeneity inherent

in PSA-G.

Key di�erences between PSA-G and PSA-LS
The language sample below lucidly conveys that fluent

sentences can be produced when speakers experience lexical

failures. It was spoken at a rate of 140 words/minute (i.e., within

normal limits) by a person with a clinical profile of Wernicke’s

aphasia (per the WAB-R, Kertesz, 2006). She is describing the

picnic picture scene that is part of the WAB-R. The transcriber’s

notes are in square brackets.

“Okay. That will be, um, see here weeding, whiting, reading

[weeding, whiting = target approximations to reading]. The cat

[=dog]. . . is eating here, back packing [=picnicking?] and he’s

speaking at a ball [=target not sure, no ball in the picture]. He’s

got a book he’s reading here, and they’ve got a fly [=kite] up there

and I can see they’re really reading.”

In the SPB framework, PSA with lexico-semantic deficits (PSA-

LS) are expected to show lexical retrieval and phonological delays

and difficulties, particularly for nouns. However, their preserved

LIFG, their relatively spared morphosyntactic and motor abilities,

and adequate linguistic processing capacity allow them to avoid

an end-stage processing bottleneck in sentence production. This

results in fluent sentence production that is mostly grammatically

well-formed although the sentences may contain lexical errors and

paragrammatisms. Self-monitoring appears to be a vulnerability

that is unique to severe PSA-LS (Sampson and Faroqi-Shah, 2011).

Summary and predictions of the SPB
The SPB model is a mechanistic model of sentence production

that uses the neurotypical language production framework

(Figure 6A) to identify key vulnerabilities in PSA-G (Figure 6B).

The SPB model accounts for the broad symptom cluster of PSA-

G in the following way. LIFG lesions impair constituent assembly,

verb activation, phonomotor planning, and processing capacity. In

PSA-G, constituent assembly and phonomotor encoding unfold

over a delayed timecourse compared to persons without LIFG

lesions. The reduced processing capacity particularly impacts

constituent assembly, which is a computationally demanding

process that proceeds incrementally. As a result, sentences may

be fragmented, and verb argument structure may be incomplete.

Neurotypical findings of constituent assembly explain why verb

retrieval impairments in aphasia affect sentence formulation

(Antón-Méndez, 2020) and the realization of grammatical

morphemes that need a lexical head (Lange et al., 2017; Boye and

Bastiaanse, 2018). Grammatical morphemes that convey referential

aspects of a speaker’s message (e.g., verb tense; Bastiaanse

and Thompson, 2012; Fyndanis et al., 2012) are additionally

vulnerable from the slow timecourse of sentence planning. The

interplay between reduced processing capacity resulting from

LIFG lesions and processing load demands of the sentence being

produced explains a variety of phenomena reported in PSA-

G. First, it explains PSA-G’s relatively preserved performance

for some morphosyntactic computations such as incremental

sentence planning, subject-verb agreement, function assignment,

and grammaticality judgement (e.g., Clahsen and Ali, 2009; Lee

et al., 2015). Secondly, it provides a mechanism for performance

variability based on task demands or stimulus manipulations,

such as structural priming (Faroqi-Shah and Thompson, 2003;

Cho-Reyes et al., 2016). Third, the overuse of frequent structural

and morphological elements occurs due to the lower processing

demands of accessible sentence structures (Bates et al., 1991;

Centeno et al., 1996; Ishkhanyan et al., 2017). Fourth, processing

capacity limitations explain trade-offs between linguistic features

such as between morphological and phonological complexity

(Obler et al., 1999; Faroqi-Shah et al., 2010) and syntactic and

semantic complexity of verbs (Thorne and Faroqi-Shah, 2016). This

view of morphosyntactic planning on a processing continuum also

accommodates the continuous nature of morphosyntactic ability

in aphasia and reports of simplified sentence structure in other

aphasia subtypes (Saffran et al., 1989; Edwards, 1998).

The SPB model provides an empirically testable framework

for future investigations of PSA-G. The key predictions are

outlined here, beginning with three mechanistic predictions and

followed by three expectations pertaining to the pattern of

linguistic deficits.

First, given the LIFG’s role as the end-stage hub for integrating

the incrementally unfolding lexical, syntactic, and phonological

representations, the SPB model underscores the observation

that there is no evidence (as yet) of a complete and isolated

morphosyntactic deficit that impacts all aspects of morphosyntax

with the sparing of other linguistic process (e.g., lexical-semantic).

In other words, persons with PSA-G (from LIFG lesions) will also

have at least some level of phonomotor and lexical deficits, the latter

will be particularly evident for verbs (e.g., Miceli et al., 1988).
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Second, relative to PSA-LS, PSA-G will show a delayed

timecourse for morphosyntactic, verb, and phonomotor planning

(Prather et al., 1992, 1997; Burkhardt et al., 2008; Mack et al., 2013).

The delayed timecourse will be evident in online paradigms such as

priming with different stimulus-onset asynchronies, eye-tracking,

and neurophysiological responses using electroencephalography

and magnetoencephalography.

Third, while we expect all PSA to show a reduced processing

capacity relative to neurotypical speakers (Hula and McNeil, 2008;

Caplan, 2012), processing capacity reductions will be steeper

in PSA-G relative to PSA-LS, and will interact with processing

load manipulations (e.g., Ivanova and Hallowell, 2014). Further,

compared to other PSA, PSA-G will show larger benefits (in

planning constituents, verbs, and phonomotor details) from

manipulations that over-rule processing load, such as priming and

usage frequency (Lee and Thompson, 2011a; Speer and Wilshire,

2013; Cho-Reyes et al., 2016; Boye et al., 2023).

The next three predictions are portrayed in the results of

the path analysis in Figure 4. An “articulatory bottleneck” will

be evident in the speaking rate and disfluencies of PSA-G. The

relationship between non-fluency and constituent assembly will

be stronger in PSA-G compared to PSA-LS, as shown in Figure 5

(Faroqi-Shah et al., 2022b). It should be noted that the non-fluency-

constituent assembly connection does not preclude agrammatic

output from showing up in the written modality. This is because

processing capacity limitations and activation delays will still

impact constituent assembly in writing tasks.

The fifth prediction is a challenge with activating verb

representations and fulfilling VAS in PSA-G, which will be evident

in online paradigms (Faroqi-Shah et al., 2010; Mack et al., 2013) as

well as narrative language (Malyutina and denOuden, 2017; see also

Figure 4). Similar to the prediction for non-fluency, the relationship

between verb activation and constituent assembly will be stronger

for PSA-G compared to PSA-LS.

Finally, the vulnerability of grammatical morphology will

interact with the verb deficit and show processing load effects.

When a verb is a lexical head for a grammatical morpheme (as in

tense marking on verbs in English), any delays or degradation of

verb activation will have a downstream effect on the retrieval and

planning of the associated grammatical morpheme(s). Processing

load effects in the production of grammatical morphology will

include trade-offs with phonological and syntactic complexity

and usage frequency effects (Obler et al., 1999; Faroqi-Shah and

Thompson, 2004).

The totality of the SPB model markedly differs from prior PSA-

G theories (Table 1). As stated earlier, there is some intersection

with other theories. These overlapping elements between SPB and

a few other theories are contrasted in Table 3.

Implications for future research

The SPB model was developed from an integration of empirical

findings of neurotypical and agrammatic sentence production.

Thus, it is only as good as the data it was derived from. Some

details of the SPB model are yet to be developed. As detailed earlier,

characterization of PSA-G is somewhat murky not only from issues

related to empirical rigor, but also from a disproportionate focus on

syntactic theory at the cost of uncovering underlying mechanisms.

To move forward, it is crucial to test the predictions of the SPB

model outlined in the previous section as well as to fill in gaps

where findings are inconsistent or insufficient. Here I highlight

some unresolved questions and provide suggestions for the conduct

of PSA-G research.

Unresolved questions
Much is unknown about the neurocognitive dynamics

of sentence production in neurotypical speakers. Improved

future understanding of the neurotypical mechanisms underlying

sentence production can be used to further refine the SPB model.

Empirical evidence in support of slow timing in PSA-G primarily

comes from comprehension or lexical priming tasks (Freiderici

and Kilborn, 1989; Prather et al., 1992; Burkhardt et al., 2008;

Love et al., 2008). This needs to be tested and validated for

speech production. Recent studies linking speech timing with

morphosyntactic production in aphasia (Nozari and Faroqi-Shah,

2017; Faroqi-Shah et al., 2022b; Salis and DeDe, 2022) are the first

step forward in empirically showing a connection between syntactic

planning and time cost. While processing capacity limitations

are demonstrated in individuals with LIFG damage, we lack an

understanding of the aphasia deficit profile of these individuals.

Future research can verify and complete the triangular relationship

between delayed activation, processing limitations and PSA-G.

Given the central role of verbs in sentence construction, we need

to resolve some of the inconsistencies in verb deficits in PSA-

G (Matzig et al., 2009), particularly in explicating their time

course of activation and VAS elaboration. The SPB model does

not address how LIFG damage affects the role of the temporal

lobe syntactic hub (Fedorenko et al., 2018; Matchin and Hickok,

2020) and the functional connectivity between these two hubs.

We currently lack exact knowledge of which factors are mediators,

confounds, and moderators of language production in PSA-G,

thus limiting our understanding of underlying mechanisms and

individual differences. In sum, we hope that researchers can use

the SPB model to spur future research that moves away from the

syntax-centric view of PSA-G.

Guidelines for experimental rigor
Methodological rigor and replicability are the foundations

of science. The issues of empirical rigor pertaining to PSA-G

research were noted in an earlier section and were based on the

key shortcomings noted in Faroqi-Shah (2020) scoping review

of agrammatism research. It is not clear if some of the same

empirical issues exist (or do not exist) in research on other topics in

aphasiology. The following recommendations focus on participant

description and addressing methodological confounds in PSA-G

research that were noted by Faroqi-Shah (2020) and may (or may

not) be applicable to aphasiology in general. These guidelines do

not cover statistical treatment of data (e.g., Bezeau and Graves,

2001).

1. Etiology. First and foremost, aphasia is a health condition

that arises from a medical etiology. Details about the etiology
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TABLE 3 The relationship between extant theories of agrammatism and the Synergistic Processing Bottleneck (SPB) model.

SPB predictions Examples of related theories Di�erence(s) with SPB

Persons with PSA-G will not show an isolated

morphosyntactic deficit, but additional

deficits in processing capacity and

phonomotor planning resulting from LIFG

lesion

Phonological Simplification (Kean, 1977) results in omission of

bound morphemes

SPB implicates both phonological and motor

planning (“phonomotor”) vulnerabilities; the

totality of morphosyntactic and phonomotor

processing demands shape utterance

well-formedness

Relative to PSA-LS, PSA-G will show a

delayed timecourse for morphosyntactic,

verb, and phonomotor planning

Time-based approaches (Friederici, 1995; Kolk, 1995; Swinney

and Zurif, 1995) suggest that slowed activation (or fast decay) of

lexical representations affects syntactic structure building, or that

constituent assembly is slowed (Burkhardt et al., 2008). While

most theories focus on comprehension, Kolk (1995) addresses

both comprehension and production

SPB is production-focused; specifies three

processes that are susceptible to delays; proposes a

resultant cumulative bottleneck at the point of

articulatory planning; and is more explicit about

differences between aphasia subtypes

Processing capacity reductions will be steeper

in PSA-G relative to PSA-LS, and will interact

with processing load manipulations

Economy of effort (Pick, 1913), Division of labor (Gordon and

Dell, 2003), Processability theory (Dyson et al., 2022), Rational

behavior (Fedorenko et al., 2022); these theories either directly or

indirectly imply processing limitations in PSA-G; and

accommodate utterance-level differences in processing costs

SPB more explicitly differentiates processing

capacity (static ability) from processing load

(momentary); identifies specific instances and

behaviors associated with processing limitations

An “articulatory bottleneck” will be evident

in the speaking rate and disfluencies of

PSA-G

none

Difficulty with activating verb representations

and fulfilling verb argument structure (VAS)

Argument Structure Complexity Hypothesis (Thompson, 2003)

proposes difficulties in accessing verbs for production according

to VAS hierarchy

VAS is one of many linguistic variables that affect

processing load; greater emphasis is placed on

uncoordinated timing of verb and VAS elements

The vulnerability of grammatical

morphology will interact with the verb deficit

and show processing load effects

Theories of verb tense (Friedmann and Grodzinsky, 1997;

Burchert et al., 2005; Faroqi-Shah and Thompson, 2007;

Bastiaanse and Thompson, 2012; Fyndanis et al., 2012) and closed

class morphology (Bradley et al., 1980; Boye and Bastiaanse,

2018); these theories identify difficulties with specific types of

morphemes

Grammatical morphology is viewed within the

broader context of constituent assembly; its

dependence on retrieval of lexical heads and

usage-frequency affects its accessibility

(e.g., type, number, location of strokes), time-post onset,

and specifically, diagnosis of aphasia should be provided for

participants in empirical studies.

Diagnosis of PSA-G. An accurate diagnosis of

agrammatism allows for replication and cross-language

comparisons. It is important to operationally define and

characterize the agrammatic impairment in study participants

for internal validity as well as generalizability of findings.

While physicians may diagnose aphasia, the characterization

of speech-language behavior lies mainly within the scope of

practice of speech-language pathologists (American Speech-

Language-Hearing Association, 2016). In countries where the

SLP profession does not exist, researchers could operationally

define their understanding of PSA-G for their language

(see Menn and Obler, 1990) and provide supplementary

qualitative details, such as language samples. Researchers

should document the diagnostic process, including the

standardized assessments administered by a licensed SLP,

and criteria used to determine the presence (vs. absence) of

PSA-G. Researchers may also consider using the core outcome

dataset for aphasia recommended by the ROMA consensus

(Research Outcome Measurement in Aphasia, Wallace et al.,

2019).

2. Language Sample Analysis (LSA). Diagnosis of PSA-G

should be supported by a LSA, which refers to quantitative

measures derived from narrative language. LSA is more

ecologically valid than constrained sentence tasks, it has been

conventionally used to document language characteristics

in clinical populations (MacWhinney et al., 2011), and is

particularly useful in documenting the core morphosyntactic

features of PSA-G. In PSA-G research, narratives have been

typically elicited from descriptions of picture scenarios such

as the “Cookie theft picture” (Goodglass et al., 2001), re-

telling of the “Cinderella” (or “Red Riding Hood”) story,

and elicitation of a personal narrative such as their “stroke

story” (Edwards, 1998; Rochon et al., 2000; MacWhinney

et al., 2011; Hsu and Thompson, 2018). A minimum of a

150-word language sample has been recommended for LSA

(Saffran et al., 1989). While some studies have provided

comparisons of quantitative measures between PSA-G and

neurotypical adults (Rochon et al., 2000; Hsu and Thompson,

2018), studies that provide agrammatic vs. non-agrammatic

aphasic comparisons are particularly helpful in diagnosing

PSA-G (Saffran et al., 1989; Faroqi-Shah, 2020; see also Mack

et al., 2021 for primary progressive aphasia). Faroqi-Shah

(2020) examined the diagnostic accuracy of various measures

derived from the tools available at Talkbank (https://aphasia.

talkbank.org/, MacWhinney et al., 2011), identified five core

measures that differentiated PSA-G from non-agrammatic

aphasia with 89% classification accuracy, and provided cut-

off scores. Given the intensive time commitment for LSA, at

minimum, perceptual ratings of narrative language could be

provided. Casilio et al. (2019) developed a 27-item perceptual

rating scale for narrative language in aphasia and identified

four items in this scale clustered together and marked

agrammatic behavior.
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As noted at several instances in this paper, it is worth

considering morphosyntactic production impairment in PSA

on a continuum rather than a categorical diagnosis, especially

depending on the research questions. Given the limitations in

sentence production imposed by lexical deficits (e.g., Berndt

et al., 1997a; Faroqi-Shah and Thompson, 2003; Speer and

Wilshire, 2013), it is important for a continuous measure

of morphosyntactic ability to consider the confound of

lexical abilities. Thorne and Faroqi-Shah (2016) addressed this

by calculating a difference score (the Standardized Syntax

Semantics Difference Score, SSSD) based on morphosyntactic

and lexical productivity. Participants were then categorized

into those with predominantly morphosyntactic (PSA-G) or

lexico-semantic (PSA-LS) deficits (see also Faroqi-Shah et al.,

2022a).

3. Comparison groups. The rigor of characterizing PSA-G will be

enhanced by striving for double dissociations by including an

aphasic non-agrammatic comparison group. As noted earlier,

it is crucial to provide details of the linguistic and clinical

characteristics of this comparison group, including procedures

for matching groups.

4. Mediating, moderating, and confounding variables. It is

important to document non-linguistic mediating and

moderating variables, particularly, an oro-motor examination

for co-morbid speech conditions (Ziegler et al., 2022). It is also

important to provide a cognitive profile with aphasia-friendly

assessments that address the verbal limitations of the

participant (e.g., Ivanova and Hallowell, 2014; Faroqi-Shah

et al., 2022b). Sensory screenings should be conducted

and reported, depending on the experimental demands

(hearing, vision, color vision, field cuts). Motor abilities,

particularly, with reference to hand-use if any keyboard,

writing, or gesturing response is used. Authors should

document language moderators such as bilingual status,

literacy/education, and word retrieval scores.

5. Experimental accommodations for aphasia. Details of

experimental manipulations that are unique to aphasia

must be provided. For example, did any participants have

hemiparesis that might have affected their keyboard responses

(if used), which hand was used for responding, were verbal

instructions supplemented by written instructions, how was

comprehension of task instructions determined, what was the

protocol for practice items, etc.

In summary, research methods that consider the

multidimensional nature of aphasia will yield a more accurate

picture of PSA-G and help advance the field.

Conclusion

Following a critical examination of current evidence on

PSA-G, this paper questions the assumption of the existence

of an insular morphosyntactic deficit in PSA. Instead, this

paper proposes a broader view of PSA-G as a cluster of

morphosyntactic and phonomotor deficits arising from LIFG

damage. The LIFG is the hub for synergistically coordinating

message content with structure. Structure building (constituent

assembly) is computationally demanding and can stall fluent

speech output (articulatory bottleneck), especially in persons with

limited processing capacity. The SPB model attempts to provide

a comprehensive account of PSA-G and can be fine-tuned with

future evidence.
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