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One major interest in soil systems ecology is to maintain ecosystem functions. As soil

is exposed to disturbances of different spatial configurations, identifying disturbance

characteristics that still allow for maintaining functions is crucial. In macro-ecology,

the influence of fragmentation on ecosystems is continuously debated, especially

in terms of extinction thresholds on the landscape scale. Whether this influence

is positive or negative depends on the considered type of fragmentation: habitat

fragmentation often promotes population extinction, whereas spatially fragmented

disturbances reduce extinction probability in many cases. In this study, we make use of

these concepts to analyze how spatial disturbance characteristics determine functional

resilience on the microscale. We used the numerical model eColony considering bacterial

growth, substrate consumption, and dispersal for analyzing the dynamic response of

biodegradation as an exemplary important microbial ecosystem function to disturbance

events. We systematically varied the frequency of the disturbance events, and the size

and fragmentation of the disturbed area. We found that the influence of the disturbance

size on functional recovery depends on the spatial fragmentation of the disturbance,

indicating that to some extent disturbance size can be compensated for by the spatial

configuration of the disturbed area. In general, biodegradation performance decreases

as the disturbed area increases in size, and becomes more contiguous. However, if

a disturbance is highly fragmented, an increase in disturbance size has no influence

on biodegradation performance unless the disturbance is critically large. In this case,

the functional performance decreases dramatically. Under recurrent disturbances, this

critical disturbance size is shifted toward lower values depending on the disturbance

frequency. Our results indicate the importance of spatial disturbance characteristics for

functional resilience of soil microbial ecosystems. Critical values for disturbance size

and degree of fragmentation emerge from an interplay between both characteristics.

Consequently, these characteristics which are widely discussed on the landscape scale

need to be equally considered on smaller scales when assessing functional resilience of

soil ecosystems.
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INTRODUCTION

Soil ecosystems are complex and exhibit a particularly high
spatial heterogeneity, for instance due to soil particles of
different sizes resulting in a specific pore size distribution
(Bartoli et al., 1991; Paz Ferreiro and Vidal Vázquez, 2010).
Disturbance events such as drought events or the release of toxic
chemicals are often modulated by this soil texture. Moreover,
this pore size network is in general not static but changes
dynamically due to environmental and anthropogenic influences.
In consequence, for determining the impact of disturbance events
in soil ecosystems; we need to explicitly consider the spatial
characteristics of such events.

This is especially important for understanding key factors
that stabilize soil ecosystem functions. These functions underlie
ecosystem services and thus determine several aspects of human
well-being (Biggs et al., 2012). In the face of climate change,
disturbance events rise in frequency, and intensity affecting
ecosystems, and the contributing functions (IPCC, 2013; Mora
et al., 2013; Seidl et al., 2017). Ecosystems are able to cope
with such disturbances to a certain extent and maintain their
functions. This ability is called “functional resilience” (Biggs et al.,
2012), and can be further classified into “functional recovery”
(i.e., the ability to recover a function after a disturbance),
and “functional resistance” (i.e., the ability to stay essentially
unchanged despite disturbances; Grimm andWissel, 1997).

One important function of microbial ecosystems in soil is the
bacterial degradation of organic substances. With this function,
soil microbes contribute to nutrient cycling, and long-term
carbon storage (Schmidt et al., 2011; Wiesmeier et al., 2019).
Moreover, the ability to degrade organic contaminants in the
face of increasing pollution of soil ecosystems is essential for
soil quality as well as for all living organisms. The impact on
plants, animals, and humans are drastic and long-lasting, as
such pollutants have toxic effects and are often highly persistent
(Harms and Bosma, 1997; Jeon and Madsen, 2013).

In this study, we transfer ideas and concepts from macro-
ecology in a top-down approach to understand spatial dynamics
in microscale soil systems. The importance of spatial structure
on population dynamics is widely discussed in several studies
and different fields of ecology (Fahrig, 2002; Haddad et al., 2015;
e.g., Selwood et al., 2015). In landscape ecology, for instance,
habitat fragmentation is known to be a key factor for population
viability as highly fragmented habitats were shown to decrease
population size, and increase extinction probability (Bascompte
and Sole, 1996; Hanski and Ovaskainen, 2000; Heinz et al., 2005;
Oliver et al., 2015). For example, Oliver et al. (2015) showed
that reducing habitat fragmentation increases the persistence
probability of drought-sensitive butterflies. This relationship can
be explained by edge-effects: Largely connected habitats ensure
that many individuals are placed in the core of habitat patches,
where they are protected against predators, and disturbances.
On the other hand, if habitats are highly fragmented, more
individuals reside in the vicinity of patch boundaries, begin
exposed to predators or disturbances and, thus, population
viability decreases.

This situation, however, changes for spatial fragmentation of
disturbances. Highly fragmented disturbances often decrease the
population extinction probability compared to less fragmented
disturbances (Johst and Drechsler, 2003; Kallimanis et al., 2005;
Liao et al., 2015). For instance, Liao et al. (2015) identified
spatial autocorrelation of recurrent disturbances as key for the
population extinction probability of locally dispersing species.
Using a spatially explicit model, they showed an increase in
extinction probability with increasing spatial correlation of the
disturbance. The more edges occur between disturbed and
undisturbed areas, the faster surviving individuals can disperse
into, and re-colonize the disturbed areas. If a disturbance occurs
in a clustered way, it takes longer to re-colonize the areas
in the core of the disturbance because the distance from the
undisturbed area is longer. Thus, dispersal is a key process
for recovery from spatially structured disturbances. Various
studies have analyzed the importance of dispersal in disturbed
environments and confirmed the relevance of this process for
population recovery or biodiversity (Banitz et al., 2008; Liao et al.,
2016; König et al., 2017).

In earlier studies, we already identified spatial processes
(bacterial dispersal and substrate diffusion) as key for functional
recovery after a single spatially structured disturbance (König
et al., 2017) and showed that thresholds for functional
collapses depend on disturbance frequency and fragmentation in
microscale systems (König et al., 2018).

The aim of the present study is to understand the impact
of disturbance size and fragmentation on the resilience of
biodegradation. We used the spatially explicit model eColony
(Banitz et al., 2011b; König et al., 2017) for simulating
biodegradation dynamics in response to disturbance events
varying in size, fragmentation, and frequency. We analyzed
the functional recovery after single disturbances as well
as the functional long-term resistance under recurrent
disturbances, defined as the ability to maintain the level
of biodegradation dynamics essentially unchanged despite
recurrent disturbance events.

With our simulations, we derive (i) the combined effects of
disturbance size and fragmentation on the functional resilience
of soil microbial ecosystems, (ii) how disturbance frequency
influences these effects, and (iii) possible indicators based on
spatial metrics for predicting functional resilience.

MATERIALS AND METHODS

Simulation Model
We used the spatially explicit ecological model eColony
which simulates bacterial growth, dispersal and substrate
consumption (representing biodegradation of organic
compounds) as well as substrate supply and diffusion with
a set of reaction-diffusion equations. It was developed by König
et al. (2017) for assessing the effects of spatially distributed
disturbance events on biodegradation dynamics. The model
is an extension of an established earlier version (Banitz et al.,
2011a,b) and is parameterized by laboratory experiments (Banitz
et al., 2012). Here, it operates on a two dimensional domain
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TABLE 1 | Base set of model parameter values and initial conditions.

Parameter/State variable Symbol Value Unita Source

Maximum specific growth rate µmax 0.1386 h−1 Worrich et al., 2016

Specific maintenance rate a 0.0003 h−1 Banitz et al., 2011a

Growth yield YG 0.6 gxgs−1 Banitz et al., 2011a

Maximum substrate uptake rate qmax 0.578 gsgx
−1h−1 qmax =

µmax+ a
YG

Half-saturation constant Ks 4.439E−07 gsmm−2 Banitz et al., 2011a

Maximum bacterial diffusion coefficient Dx,max 0.212 mm2h−1 Banitz et al., 2012

Substrate diffusion coefficient Ds 2.326 mm2h−1 Zhang and Fang, 2005

Substrate input rate λ 0.24 h−1 Keymer et al., 2006

Initial bacterial concentration Cx* 2.366E−4 gxmm−2 Undisturbed reference state

Initial substrate concentration Cs* 3.847E−11 gsmm−2 Undisturbed reference state

agx , grams of dry biomass; gs, grams of substrate.

of 128 × 128mm with reflective boundaries consisting of
rectangular habitats of 1 mm2 size each. The model equations
are solved using a finite difference method (Kreft et al., 1998;
Banitz et al., 2011a). The programming language used for
implementation is Delphi.

Within each simulation step of 1min the following processes
are considered: substrate consumption by bacteria, bacterial
growth, bacterial dispersal, substrate diffusion, and substrate
input. An area-wide permanent substrate supply is implemented
representing a gradual dissolution from a substrate pool (Keymer
et al., 2006; Centler et al., 2011) where dissolved substrate
may accumulate within a habitat up to a maximum substrate
concentration Cs,max. Thus, substrate is refilled in each time step
depending on the difference between maximum concentration
Cs,max and current substrate concentration Cs, multiplied by the
input rate parameter λ (cf. Equation 2).

Equations
The dynamics of bacterial growth and substrate degradation are
described using the following reaction-diffusion equations:

∂Cx

∂t
= ∇(Dx(Cx, Cs)∇Cx) + (q(Cs)YG − a − d(Cx, Cs))Cx, (1)

∂Cs

∂t
= Ds∇

2Cs + λ(Cs,max − Cs)− q(Cs)Cx, (2)

where Cx and Cs are the concentrations of bacteria (gx mm−2)
and substrate (gs mm−2), Dx and Ds are the diffusion coefficients
of bacteria and substrate (mm2 h−1), q is the specific substrate
uptake rate of bacteria (gs g−1

x h−1), which is calculated according
to q = qmax

CS
CS+KS

with qmax as maximum specific uptake rate (gs
g−1
x h−1), and Ks as half-saturation constant (gs mm−2). YG is the
growth yield coefficient (gx g−1

s ), a is the specific maintenance
rate (h−1), d is the specific dispersal rate, expressed as biomass
decrease (h−1), and λ the substrate input rate parameter (h−1).
Note that both Dx and d vary depending on substrate availability
(Banitz et al., 2011a). An overview of used parameter values is
given in Table 1.

Disturbance Scenarios
We calculated a spatially homogeneous undisturbed steady state
of the bacterial biomass such that the incoming substrate exactly

matches the maintenance and used this as a reference (Table 1).
The substrate that the bacteria consume in this undisturbed
reference state, is sufficient for survival, but not for reproduction
or dispersal. Pulse disturbance events were then introduced
as singular drastic shocks reducing bacterial biomass within a
certain, randomly distributed disturbance area. In each disturbed
habitat, the bacterial biomass is reduced by multiplying it with a
factor of 10−9. Bacteria in the undisturbed area are not affected
by the disturbance events. Adaptive processes in reaction to the
disturbance were not considered.

For generating the random patterns of disturbed area, we
used the midpoint displacement algorithm for creating fractal
landscapes with fragmentation parameter H and proportion p
(Saupe, 1988; With et al., 1997). We systematically varied the
fragmentation parameter H between 0 and 1 in steps of 0.1
for representing a span between highly fragmented and not
fragmented patterns, and we varied the proportion p between 0.1
and 0.9 in steps of 0.1 corresponding to a disturbed area of 10
to 90% of the simulation area which defines the disturbance size.
Exemplary disturbance patterns are shown in Figure 1.

We considered two types of disturbance events: (i) single
disturbance events and (ii) recurrent disturbance events. For
single disturbance events, we performed 130 independent
simulation runs for each combination of values for H and
p over a simulation time of 500 h. Each run had a different
random explicit spatial configuration of the disturbance event.
For recurrent disturbance events, we performed 50 independent
simulation runs for each combination of values for H and
p with disturbance intervals of 10, 25, 50, and 100 h over
a simulation time of 4,000 h. Each new disturbance event
within one simulation run had a different random disturbance
pattern. Thus, we generated for each run a distinct set of
disturbance patterns with the same spatial characteristics of
size p and fragmentation parameter H, but different explicit
spatial realizations.

Analysis
We defined the recovery time after single disturbance events
as the time needed for recovering 95% of the biodegradation
performance of the undisturbed reference state. Further, we
assessed the general influence of the spatial configuration of the
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FIGURE 1 | Examples of disturbance patterns with fragmentation parameter 0 (A), 0.5 (B), and 1 (C) and disturbance size of 50% (black: disturbed area, white:

undisturbed area).

different explicit patterns of single disturbance events on the
recovery time. For this end, we calculated the mean distance
between habitats in the disturbed and the respective nearest
habitat in the undisturbed area 1 using

1 =
1

|DA|

∑

(i,j)∈DA
min(k, l)

√

(k− i)2 + (l− j)2, (3)

with DA the set of disturbed and UA the set of undisturbed
habitats, |DA| the number of disturbed habitats, k and l Cartesian
coordinates of undisturbed habitats, and i and j Cartesian
coordinates of disturbed habitats.

For assessing the functional long-term resistance under
recurrent disturbance events, we calculated the total amount
of degraded substrate within a simulation time of 4,000 h, and
compared this to the amount of substrate which is degraded
in the undisturbed reference state during 4,000 h. Additionally,
we defined a functional collapse when the biodegradation
performance in all grid cells fell below a threshold of 5% of the
biodegradation performance of the undisturbed reference state,
and monitored the time span until this collapse occurred.

RESULTS

Single Disturbance Events
After single disturbance events with disturbance size of 50%,
the biodegradation performance recovers slower with decreasing
degree of fragmentation of the disturbance pattern (Figure 2).
However, to which extent the disturbance fragmentation has an
influence on recovery depends on the size of the disturbance.
If the area of the disturbance is very small (10%), functional
recovery time is always short, independent of the disturbance
fragmentation (Figure 3). However, already with a disturbance
size of 20%, a clearly relevant influence of the degree of
fragmentation is observable. The more clustered the disturbance
pattern, the slower is the functional recovery. The relative impact
is highest for disturbance sizes of 40%, where the recovery time is
up to 80 times higher in less fragmented disturbance scenarios. If
the disturbance area has a size of around 70 to 80%, an increase
in fragmentation can speed up recovery by up to ∼226 h, which
is the highest observed absolute impact. If the disturbance size
is very large (90%), the biodegradation performance recovers
slowly in all cases, and the recovery time between scenarios with

FIGURE 2 | Biodegradation performance over time after single disturbance

events with fragmentation parameter of 0, 0.5, and 1 and disturbance

size of 50%.

highest and lowest fragmentation differs only by a factor of 3.
However, the system still needs up to 207 h longer to recover
the pre-disturbance biodegradation performance with decreasing
disturbance fragmentation.

To some extent, a high fragmentation compensates for a
large disturbance size. For instance, after highly fragmented,
but very large disturbances (e.g., H = 0, p = 0.9), the mean
recovery time (108 h) is similar to the mean recovery time of
moderately fragmented, but much smaller disturbances (e.g.,
114 h, in case of H = 0.5, p = 0.5). This comparable functional
recovery time under high fragmentation is achieved although a
larger area was disturbed, and thus more bacterial biomass was
removed from the system in total. Moreover, if the disturbance
is highly fragmented (H = 0), recovery is fast independently
of the disturbance size, except for very large disturbances of
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FIGURE 3 | Time (in hours) for recovering 95% of biodegradation performance

after disturbance events of different sizes and fragmentations presented (A)

with boxes show mean value of 130 independent runs and (B) corresponding

contour lines.

80 or 90%. However, the relative impact of the disturbance
size on the recovery time in these scenarios is already high
for 70% disturbed area, with a difference of 25 h compared
to the recovery time after disturbances with 10% size. The
compensatory relationship of disturbance size and fragmentation
degree results in similar recovery times of the biodegradation
over a wide range of different combinations of these disturbance
characteristics (Figure 3B). For example, medium recovery times
of around 100 h can be found in scenarios of almost all
disturbance sizes (30–90%) when the degree of fragmentation is
chosen accordingly.

The influence of the disturbance fragmentation is also
observable in the relation between recovery time and mean

FIGURE 4 | Time for recovering 95% of biodegradation performance after

disturbance events of different sizes and fragmentations over respective mean

distance 1 between disturbed and nearest undisturbed habitats. Each dot

indicates recovery time of one independent simulation (12,870 simulations in

total). Different colors indicate different disturbance sizes (cf. legend).

distance 1 between disturbed and nearest undisturbed habitats
(Figure 4). Generally, 1 is negatively correlated with the degree
of fragmentation of the disturbance pattern. Therefore, the
recovery time increases strongly with increasing mean distance
until a certain threshold distance is exceeded. Beyond this
threshold, the increasing trend of the recovery time gets weaker,
and approaches a certain saturation level. For disturbance sizes
of 10% we observed a different trend: at very short mean
distances the functional recovery is very fast and the recovery
time remains short for larger mean distances until a certain
mean distance is reached beyond which recovery time starts
to increase.

Recurrent Disturbance Events
Under recurrent disturbance events, we observed that the
dependence of functional long-term resistance on disturbance
size and fragmentation (Figure 5) follows a similar trend to
how functional recovery after a single disturbance event depends
on these disturbance characteristics (cf. Figure 3). In general,
an increase in fragmentation and a decrease in size of the
recurrent disturbances enhance functional resistance in terms
of biodegradation performance. However, the relevance of
both characteristics additionally depends on the disturbance
frequency. Under short disturbance return intervals of 10 h, the
disturbance size is most important. If the disturbance size is
50% or larger, a functional collapse typically occurs quite fast
(Figure 5A, see also Table S1). If the disturbance size is smaller
(30 or 40%), a collapse within 4,000 h can be prevented by a
higher fragmentation. For very small disturbances (10 or 20%),
the function does not collapse within the simulation time of
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FIGURE 5 | Functional resistance under recurrent disturbance events with a disturbance return interval of (A) 10 h, (B) 25 h, (C) 50 h, and (D) 100 h. Colors represent

substrate degradation within 4,000 h of simulation time in relation to the undisturbed reference degradation performance (indicated by 100%). Height of boxes

indicates time to collapse relative to maximum simulation time of 4,000 h.

4,000 h. However, the long-term biodegradation performance
under these disturbances reaches at most 80% of the undisturbed
reference scenario for highly fragmented disturbance areas (H
= 0) and decreases to much lower values as the fragmentation
degree decreases (H = 1.0). With increasing disturbance return
interval, the critical disturbance size causing a functional collapse
shifts to larger values (Figures 5B–D). Moreover, the disturbance
fragmentation becomes more important. For disturbance return
intervals of 25 h, a high disturbance fragmentation hinders
a functional collapse within 4,000 h even for disturbance
sizes of up to 70% (Figure 5B). With disturbance sizes of
30% and lower, no functional collapses occur within 4,000 h
independently of the degree of fragmentation. However, the long-
term biodegradation performance is strongly correlated with
the spatial disturbance fragmentation, with higher fragmentation
enabling a better biodegradation performance.We even observed
levels of biodegradation performance close to the undisturbed
reference state for combinations of the smallest disturbance
size and highest degree of fragmentation (lower left corner in
Figure 5B). For disturbance return intervals of 50 h, a functional
collapse gets again less likely (Figure 5C). Depending on the
disturbance fragmentation, the biodegradation performance is
quite high for disturbance sizes of up to 30%. Functional collapses
occur rarely and only if the disturbance size is above 50%.

For the highest spatial fragmentation of the disturbances, we
even observed no functional collapses for all tested disturbance
sizes, although the biodegradation performance level differs
strongly between sizes. For disturbance return intervals of 100 h,
functional collapses within 4,000 h occur only under disturbances
with a size of 90% and low levels of fragmentation (Figure 5D).
The long-term biodegradation performance shows a similar
behavior as the recovery times for single disturbance events
(cf. Figure 3) with the same interrelated dependence on both
disturbance size and spatial fragmentation. Thus, biodegradation
performance is quite high for combinations of low disturbance
sizes and high spatial fragmentation. In scenarios with a
disturbance size of 10%, the biodegradation performance is close
to the undisturbed reference state and almost insensitive to the
spatial disturbance fragmentation. The effect of the disturbance
return time is also visible when comparing the contour lines
of the subplots (Figures 5A–D). An increase in the return time
causes a shift of the resistance measure “degraded substrate”
to higher disturbance sizes, but increases also the relevance of
the degree of fragmentation indicated by a higher slope of the
contour lines in less frequent disturbance scenarios. For instance,
with a return time of 10 h, a substrate degradation of 90% is
reached only when the disturbance size is very small (10–20%)
while with a return time of 100 h similar substrate degradation is
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observed for a broad range of disturbance sizes (30–80%) and all
fragmentation degrees.

Here, the mean distance 1 between disturbed and
nearest undisturbed habitats once more serves as a proxy
for describing the compensatory relationship of disturbance
size and fragmentation degree (Figure 6). With increasing 1,
substrate degradation decreases in all scenarios, again, until
a certain threshold is reached beyond which the performance
does not further decrease. This threshold 1 depends on the
return time of the disturbance, featuring smaller values for more
frequent recurrent disturbances.

DISCUSSION

Our study indicates that functional resilience (recovery and
long-term resistance) of microbial ecosystems in soil in
terms of biodegradation performance depends on the spatial
characteristics of the disturbance regime. It emerges from
the interplay of size, spatial fragmentation and frequency of
the disturbances. The mean distance between disturbed und
undisturbed habitats turned out to be a critical factor for recovery
dynamics. It depends on both disturbance size and degree of
spatial fragmentation of the disturbance. The dependence on
spatial distance indicates that functional recovery is mainly
driven by recolonization of disturbed habitats from undisturbed
habitats as opposed to re-growth in the disturbance affected
habitats. A high spatial fragmentation of the disturbances
leads to many interfaces and short mean distances between
disturbed and undisturbed habitats. In consequence, bacterial
dispersal from undisturbed to disturbed habitats is facilitated.
Due to this recolonization, the bacteria can consume unused
substrate that accumulate due to the removal of bacteria by the
disturbance event, and biodegradation performance increases.
This important role of the spatial process of bacterial dispersal
for functional recovery has been highlighted and mechanistically
explained before (König et al., 2017).

For larger disturbance sizes, the mean distance between
disturbed and the nearest undisturbed habitat becomes longer
as the disturbance’s patch size increases and features more
interior habitats far away from undisturbed habitats. This leads,
in combination with more bacterial biomass being affected by
larger disturbances, to an increase in recovery time. However, we
found that a high disturbance size can to a considerable extent
be compensated for by a high degree of spatial fragmentation
of the disturbances (Figure 3). This indicates that the ability
to recolonize disturbed areas by bacterial dispersal is as
important for functional stability as the amount of affected
bacterial biomass. This is in line with classical metapopulation
theory showing that good dispersal conditions and connectivity
alone cannot assure a high viability of the metapopulation.
Additionally, a minimum size of the local subpopulations is
needed to make sure that the number of dispersing individuals,
and colonizers is sufficient (Frank and Wissel, 1998; Hanski and
Ovaskainen, 2000; Frank, 2005).

For recurrent disturbances, a functional collapse can
occur. If disturbed areas do not recover sufficiently between
two disturbance events, the effects of recurrent, randomly
distributed disturbances accumulate, and eventually the function
deteriorates across the whole simulation area after some time.
That the cumulative effect of recurrent disturbances can result
in a functional collapse was also shown in an experimental
study assessing how drying-rewetting cycle frequencies influence
microbial activity (Ho et al., 2015). Similar to our findings,
an increase in disturbance frequency increased the probability
of functional collapse. In a microcosm experiment with
cyanobacteria, Veraart et al. observed patterns of “critical
slowing down” resulting in population collapse after several
disturbances due to slower recovery with increasing disturbances
(Veraart et al., 2011). Another experimental study also finds
indications for cumulative effects, by assessing the recovery time
of an aquatic microbial community with increasing number of
disturbances (Garnier et al., 2017). Similarly, Jurburg et al. (2017)
observed multiplicative effects of various temperature shocks on
the recovery of soil microbial communities. In our study, such
collapses become more likely with increasing disturbance size
(Figure 5). However, they can be mitigated to a certain extent
by a high spatial fragmentation of the disturbance, as then the
function recovers faster between two disturbance events. The
reason is the faster recolonization in such scenarios, which was
also shown in experimental studies analyzing how recolonization
from disturbed to undisturbed habitats can improve resistance
under recurrent disturbances (Altermatt et al., 2011; Baho
et al., 2012). Nonetheless, there is a critical disturbance size
above which the functional resistance is low, and functional
collapse is inevitable, independent of the disturbances’ spatial
fragmentation. It depends on the frequency of the recurrent
disturbances and can be, again, described with a mean distance
1 combining the effects of size and fragmentation of the
disturbance (cf. Figure 6). A low 1 allows for faster recovery
between two disturbance events, but if the return interval
between two disturbance events is not long enough for sufficient
re-colonization, the system cannot further buffer the recurrent
disturbance events. This threshold 1 decreases with increasing
frequency and indicates the scenarios in which the disturbance
size dominates functional resistance. In general, functional
resistance under disturbances recurring with a return interval of
100 h is largely comparable to the functional recovery after single
events (cf. Figures 3, 5D). Hence, we can qualitatively estimate
the functional response to infrequent recurrent disturbance
events based on the functional recovery behavior after single
disturbances. However, as both depend on the specific spatial
characteristics of the disturbances, it is most important to
identify these characteristics for assessing how the function
responds to recurrent disturbance events. More generally, our
findings highlight the need to analyze resilience as a function
of spatial structure. This corresponds to other recent attempts
to quantify resilience of microbial ecosystems (Dai et al., 2013;
Renslow et al., 2016). For instance, Renslow et al. (2016) tested
recovery distance as spatial measure instead of recovery time.
With population profiles, they showed that the recovery of
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FIGURE 6 | Functional resistance under recurrent disturbance events with different return intervals over mean of mean distance 1 of a number of disturbance

patterns equivalent to the number of applied disturbance events with respective disturbance size and fragmentation. Colors represent substrate degradation within

4,000 h of simulation time in relation to the undisturbed reference degradation performance (indicated by 100%). Note that 1 is not normally distributed and thus the

amount of data points underlying each box can differ.

a population depended on the distance to the disturbance at
different time points during and after a disturbance event. In
an earlier study, we used a similar approach by analyzing the
dynamics of biodegradation after a disturbance within a spatial
transect with increasing distance to the undisturbed area (König
et al., 2017).

Our ecological model very generally formulates processes of
dispersal and growth for simulating soil bacterial population
dynamics and their response to disturbance events in a
microscale system. It captures the complexity of natural
soil microbial ecosystems in a simplified way. However, the
spatially explicit simulations of bacterial growth, dispersal and
substrate supply, diffusion and biodegradation under recurrent
disturbances reflect processes that are highly important and
widespread in these systems, and are also in line with comparable
modeling approaches (e.g., Resat et al., 2012; Kaiser et al.,
2014; Ebrahimi and Or, 2016; Vallespir Lowery and Ursell,
2019). Therefore, we consider our general findings qualitatively
valid for natural systems. Their quantitative implications may
considerably depend on context and additional factors. The
observed sensitivity of biodegradation performance to the spatial
characteristics of the disturbances may be especially relevant
regarding different soil structures. In soil, the spatial structure
in terms of pore size distribution influences the affected area
of spatial disturbance types such as drought events, the release
of toxic chemicals or salinity events. Thus, functional resilience
to recurrent disturbances will likely vary with soil type. Rather
homogeneous soils with well-mixed particles may thus lead to
high fragmentation of disturbances and functional resilience.
Soils with different particles aggregating in different areas, on
the other hand, may form a pore network where disturbances
occur in larger patches, resulting in lower functional resilience.
This conclusion is underpinned by a recent review in which pore
connectivity is identified as a key indicator for assessing soil
functions (Rabot et al., 2018).

These implications on how spatial disturbance characteristics
may alter functional resilience apply to disturbances affecting
only part of the soil volume considered. For disturbance events

affecting the whole system homogeneously, like temperature
fluctuations, the specific soil structure may be less relevant.

To further understand the roles of the explicit environmental
structure and the disturbance type for functional resilience of
microbial ecosystems, more experimental studies are needed.
One promising approach to evaluate structural effects in
microbial systems is the use of microfluidics or micromodels,
especially in combination with the increasing resolution of
imaging techniques (Connell et al., 2013; Aleklett et al.,
2018; Baveye et al., 2018; Toju et al., 2018). They allow for
the observation of microbial dynamics in different spatially
structured setups mimicking various soil pore structures, and
also the application of disturbances like drought or heat events.
Recent attempts in combining experimental microfluidics with
computational modeling, for instance, to investigate spatial
organization of bacterial colony growth (Wilmoth et al.,
2018), or to predict chemotactic behavior (Brumley et al.,
2019) show that this combination is especially promising for
elucidating mechanisms behind microbial dynamics. However,
it remains a challenge to analyze the resilience of microbial
ecosystem functions in addition to their population dynamics,
and how the two are related to each other. In our study,
we tested widely discussed concepts from macro-ecology, and
observed “edge-effects” caused by disturbance fragmentation,
which have commonly been observed in various studies on
different scales (e.g., Kanavillil et al., 2014; Oliver et al., 2015;
Brinck et al., 2017). We show a positive effect of disturbance
spatial fragmentation on functional stability: higher disturbance
fragmentation improves both functional recovery and functional
long-term resistance. Consequently, these edge-effects actually
have positive consequences for functional stability as they
facilitate re-colonization of disturbed areas. Different microbial
studies indicate an enhancement of microbial community
stability by spatial aggregation, for instance, due to higher species
richness in the center of biofilms (Kanavillil et al., 2014), faster
horizontal gene transfer (Madsen et al., 2012), cooperation
between neighboring bacterial cells (Pande et al., 2015), or
simply a higher cell density (Butler et al., 2010). We conclude
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that a larger disturbance area can be compensated for by a
high disturbance fragmentation, which increases the activity
of the surviving bacteria. A recent experimental study using
microfluidics showed that spatially structured environments
can increase population stability when exposed to antibiotic
pulses, likely due to emerging metabolic gradients increasing
metabolic interactions (Dal Co et al., 2019). Thus, fragmentation
(of disturbances) is not necessarily negative but can even
increase functional resilience in small scale systems. Therefore, a
possible effective management strategy for enhancing functional
resilience of soil ecosystems is to alter the soil pore size
distribution by increasing its fragmentation affecting the possible
disturbance area or stimulate microbial dispersal ability. In
an earlier study, we tested variations in bacterial growth rate
and dispersal ability under recurrent, but spatially invariant
disturbances and showed that these bacterial properties affect
functional resilience only under moderate, but not under
extreme disturbance regimes (König et al., 2018). Therefore, we
suppose that also in the given context of disturbance regimes
differing in size, fragmentation and return time, combinations
of intermediate values of these three disturbance characteristics
respondmost sensitive to of microbial properties. Under extreme
disturbance regimes, functional resilience is likely to be less
sensitive to these properties and more constrained by the
disturbance characteristics. However, if disturbance effects are
too harsh (i.e., too large in size and/or too frequent), there is
probably no further benefit provided by increasing fragmentation
or bacterial traits.

We conclude that one should be careful when postulating
a direct relationship between certain disturbance characteristics
and functional or structural attributes of an ecosystem, as they
may be completely decoupled or even opposed to each other.

Finally, using spatial metrics that integrate more than one
spatial characteristic (e.g., disturbance size and fragmentation),

such as the mean distance of disturbed to the next undisturbed
habitat, proofed to be helpful in predicting functional resilience
in microscale systems (e.g., in soils).
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