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Global warming presents a worrisome condition that necessitates important actions
across the planet. One promising strategy is encouraging investments through
public–private partnership investment (PPPI) in green ventures. The
Environmental Kuznets Curve (EKC) hypothesis framework is used in the current
study to examine the relationship between the aforementioned factor and the level
of carbon dioxide (CO2) emissions in South Africa between 1960 and 2020. Using the
recently developed novel dynamic autoregressive distributed lag (ARDL) simulations
framework, the results showed that (i) public–private partnership investment in
energy contribute to deteriorating environmental quality; (ii) while the technique
effect (TE) improves environmental quality, the scale effect (SE) largely contributes to
escalating CO2 emissions, thus confirming that the EKC hypothesis holds; iii) energy
consumption, foreign direct investment, trade openness, and industrial growth
escalate CO2 emissions, but technological innovation reduces it; and iv)
public–private partnership investment in energy, technological innovation, scale
effect, technique effect, foreign direct investment, energy consumption, industrial
growth, and trade openness Granger-cause CO2 emissions in the short, medium,
and long run, showing that these variables are fundamental to determining
environmental quality. Our empirical findings suggest that PPPIs should be
accomplished in environmentally friendly sectors and industries, and South
Africa’s government and policymakers should take further initiatives to ensure the
implementation of policies that enable the change from non-renewable energy
sources to renewable ones to promote efficiency in the production processes and
curtail CO2 emissions in the country.
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1 Introduction

The Earth has undoubtedly seen significant repercussions from rising environmental
pollution and the consequences of global warming in recent years (Udeagha and Ngepah,
2022a; b). International bodies, such as the United Nations (UN), have hosted different events
and established multiple sustainability target initiatives to address the ecological damage
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throughout the world and its indirect consequences on economies. For
example, the Sustainable Development Goals (SDGs) of the
2030 Agenda for Sustainable Development, which integrate
economic growth, social progress, and environmental conservation
holistically, were embraced at the 2015 UN summit by the member
states as one of the phenomenal growing world sustainability plans
(Udeagha and Ngepah, 2022c; d). The UN member states adopted
17 main objectives for combating global warming and the greenhouse
effect, ranging from reducing the negative effects of poverty, hunger,
inequality, and injustice to fostering the development of clean energy
that is both affordable and effective, sustainable economic growth,
responsible consumption, and social advancement. Additionally, the
Paris Agreement was ratified in 2015 at the United Nations Climate
Change Conference (COP21), and the parties agreed that a limit of 2°C
(ideally 1.5°C) in global warming relative to pre-industrial levels by the
year 2100 was feasible. The Paris Agreement strengthens the
mitigation goals of greenhouse gas (GHG) emission reductions
while safeguarding global environmental sustainability with the aim
of limiting global temperature rise to less than 2°C. The Paris
Agreement highlights the strong linkage between the effects and
responses to global warming, equitable access to sustainable
progress, and other goals. The Glasgow Climate Pact, a more
recent worldwide agreement, was formed at the
2021 COP26 meeting and incorporated important global goals to
make the 2020s a decade of climate legislation and advancements. As
was emphasized at the COP26 conference in Glasgow, nations must
present aggressive emission reduction goals by 2030 if they hope to
reach net zero emissions by the middle of the century. In addition,
governments pledged to further decrease CO2 emissions, limit
methane emissions by 30%, progressively slash coal utilization,
provide financial assistance to emerging and poor countries to deal
with the impacts of climate change, switch to the use of renewable
energy, and eliminate deforestation by 2030. It was crucial to maintain
and review the commitments reached in the prior Paris Agreement
during the most recent meeting of UN member nations. In order to
help countries achieve their “nationally determined contribution”
(NDC) goals while fostering sustainable growth and eliminating
pollution, nations should ultimately receive detailed, balanced, and
consolidated non-market initiatives that are planned and
implemented effectively. Additionally, it has been documented in
several recent case studies that the boost in economic growth leads
to an increase in energy consumption, which leads to excessive
reliance on fossil fuels and an increase in CO2 emissions, which
ultimately degrades environmental quality (Udeagha and
Breitenbach, 2022). These studies have emphasized the significance
of ecologically friendly inventions, renewable resources, energy
efficiency, and economic growth, which is ecologically sustainable.

The issue of sustainable development and climate change has
captured the interest of the whole world. Environmental degradation
may have several severe effects, including coastal flooding, a decline in
the global food supply, and an increase in disease-related mortality if
significant actions are not done to stop it. These inescapable
catastrophes are mostly caused by CO2 emissions, which account
for more than 80% of greenhouse gas (GHG) emissions, and are
primarily produced by the burning of fossil fuels, such as oil, coal, and
gas, for energy production. Most nations continue to rely significantly
on fossil fuels, which are mostly to blame for environmental
deterioration. As a result, authorities, academics, and corporations
globally have been more interested in the change in energy production

choices. Two major issues—climate change and the shift to a cleaner
energy economy—have caused grave anxiety and provide fresh
difficulties for the South African administration. Although South
Africa’s energy matrix is among the most renewable in the world
and has an excellent energy production infrastructure, South Africa
ranks as one of the top 15 carbon dioxide emitters in the world and still
uses a lot of fossil fuels (Udeagha and Muchapondwa, 2022a). The
nation has committed to reducing GHG emissions through its most
recent program, establishing goals for a 37% decrease in emissions by
2025 and a 43% reduction by 2030, based on levels observed in 2005.

Any nation seeking to change to a low-carbon economymust have
adequate financial resources, of which investment in low-carbon
initiatives is a crucial component. The shift from a large-scale
growth model to a low-carbon framework has a systemic difficulty
and is multidimensional across the whole economic growth phase. It
was first researched in two directions: how to increase energy
efficiency and how to create renewable and clean energy. Boosting
investments in low-carbon businesses and reducing investments in
energy-intensive industries that produce high levels of carbon
emissions share the objective of sustainability. However,
policymakers have been compelled to work with the private sector
and local communities to achieve low-carbon transformation and
sustainable energy production owing to the government’s limited
resources and the constant rise in energy demand. Cárdenas
Rodrguez et al. (2015) stated that the private sector might aid in
achieving the future of renewable energy. Decentralization will boost
energy capacity, cost savings, sustainability, and environmental quality
and raise energy efficiency. Decentralization also boosts the economy
by promoting new manufacturing chains, creating employment, and
increasing regional revenue. Public–private partnerships (PPPs) that
modify the way energy is produced may diversify and balance the
energy grid, lessen negative environmental consequences, and
promote sustainable growth.

The South African government has traditionally prioritized energy
issues to lessen their negative environmental effects (Udeagha and
Ngepah, 2022e). Due to its political environment, South Africa had a
significant economic recession from 2014 to 2016. Although the
relevance of PPP investments in energy production has increased
because of globalization, technical advancement, and a lack of
government funding, the idea of PPPs has not yet attained
widespread acceptance. To achieve a more hopeful outcome than
expected by acting alone, governments, non-profit groups, and profit
corporations collaborate on specific projects under the umbrella of
PPP (Yurdakul et al., 2021). More specifically, it refers to formalizing
a long-term partnership (agreement) between the public and
private sectors to deliver products and services to the public at
reasonable costs. Together with the public sector, the private sector
makes investments that allow for the rationalization of
interventions, the reduction of costs and risks, and the
encouragement of sharing experiences and information. In a
broader sense, it includes a variety of short- and long-term
management contracts, such as those for planning, investing,
building, selling off, and maintaining a property. These
management models for PPPs fall under a broad category that
encompasses a few distinct subcategories, including private finance
initiative (PFI), reconstruct-operate-transfer (ROT), and build-
operate-transfer (BOT). By working together, the private sector
can partially recoup its investment and effectively serve the public’s
needs while working with constrained resources.
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In 2016, almost 1 year after submitting its climate pledge or
“nationally determined contributions” (NDC) to the Paris
climate conference, South Africa joined the Paris Agreement.
By 2030, it is desired to cut emissions by 33%–35% from
2005 levels for each unit of economic growth. The government
of South Africa has effectively implemented medium- and long-
term economic planning measures to achieve the CO2 eradication
targets. Energy also fuels CO2 emissions, and South Africa’s rapid
economic expansion has been facilitated by heavy energy use.
Furthermore, owing to the Kyoto Protocol, traditional energy
sources have made way for more sustainable ones in energy
generation. The importance of PPPI in renewable energy
projects is shown by this scenario. PPPI applies to long-term
agreements between public and private organizations to ensure
that inhabitants can access crucial general services and
commodities. Recently, the South African government has
been actively promoting the PPPI approach in initiatives
including energy, transportation, spending, and building. The
nation has put in place comprehensive laws to support PPPs as a
crucial instrument to improve her deeply ingrained
environmental, social, political, and socioeconomic issues and
fulfill the mandate of realizing the goals of foreign and domestic
development initiatives (Udeagha and Ngepah, 2021). PPPs have
been extensively used by the nation as a developmental strategy
over the years to help it achieve the objectives outlined in the
National Development Plan (NDP), Medium-Term Strategic
Framework (MTSF), Accelerated and Shared Growth Initiative
for South Africa (AsgiSA), and Millennium Development Goals
(MDGs). PPPs are used as an alternative to traditional public
procurement in South Africa. They increase cost-effectiveness,
boost resource allocation efficiency, address the effects of subpar
service delivery and central government underperformance
under centralized systems that foster a culture of rent-seeking
behavior, and tolerate incompetence and failures to meet the
public’s demand preferences (Fombad, 2014). South Africa,
which has long been in the first stage of the PPP maturity
scale that Deloitte and Touche (2006) frequently referred to as
the “emerging market,” is the region’s leader in adopting PPPs to
accomplish sustainable development. In terms of utilizing PPPs
to quicken infrastructure development, the nation has become a
key rich market that is rapidly expanding (Pessoa, 2006).
According to the World Bank Private Participation in
Infrastructure (PPI) database, South Africa was placed 15th
out of 25 developing nations evaluated between 1999 and
2003 for their usage of PPPs to speed up the construction of
their infrastructure (Thomsen, 2005). Additionally, in 1999, the
nation considerably boosted the use of PPPs to solve several
issues; 2,500 private infrastructure projects totaling around
US$755 billion in private investment were a part of this
growth (Udeagha and Ngepah, 2020). In South Africa, PPPs
were used to supply around 14% of the public sector
infrastructure, including social and health services, prisons,
hospitals, water reclamation, schools, and roads (Deloitte and
Touche, 2006). Given the supporting data, South Africa is an
intriguing case for this investigation. Meanwhile, PPPs in the
nation have various facets, including initiatives for
transportation infrastructure, urban management, energy, and
environmental conservatism. As the 15th highest CO2 emitter in
the world and the biggest CO2 emitter in Africa, with an

estimated 390 million tonnes in 2020 (World Bank, 2021),
South Africa is an excellent candidate for this study to explore
the environmental effects of PPPI (which consists of energy
initiative, and environmental conservation partnership) and
determine whether such initiatives have helped mitigate
environmental deterioration in the country over the period of
1960–2020.

Several studies have investigated how PPPs changed South Africa.
For instance, Jackson and Hlahla (1999) observed that municipalities
are showing increasing interest in municipal service partnerships
(MSPs), which use PPPs to increase efficiency and access to capital.
They explored the role and obstacles for PPPs in infrastructure service
delivery demands.

Fombad (2015) examined the application of the PPP principles
with a focus on the Gautrain Rapid Rail Link and discovered that
PPPs are effective governance tools that boost tactical
representation of costs that are tactically effective in the
implementation and planning, stimulate community and social
obligations, boost mutual commitment, increase collaboration,
ensure responsiveness, facilitate risk allocation, and promote
accountability and transparency in South Africa. Ittmann
(2017) examined the influence PPPs had in the provision of
transportation infrastructure and discovered that effective
government involvement and commitment are essential to
support PPPs. The use of PPPs as mechanisms for equitable
development was critically studied by Houghton (2010), who
discovered that PPPs have significantly advanced the design and
implementation of major important projects in South African
cities, such as Durban. Additionally, Rogerson (2010) examined
the role PPPs played in promoting local economic development
(LED) in South Africa and underlined the significance of
encouraging increased dialog to achieve meaningful
collaborations between the local government and the private
sector for effective local partnerships, as well as enhancing
successful LED. Similarly, Sinanovic and Kumaranayake
(2010), who investigated the incentives for participating in
PPPs to provide tuberculosis treatment in South Africa and
used the new institutional economics approach, discovered
that private providers who participated seemed to be
motivated financially and non-financially. In a related study,
Sinanovic and Kumaranayake (2006a), who used the
public–private non-government (PPNG) and public–private
workplace (PWP) methods, found that PPPs are a reliable
framework for providing the necessary funding for the
support of tuberculosis treatment that is cost-effective and
effective. In addition, Sinanovic and Kumaranayake (2006b)
discovered that providing incentives for growing PPPs was a
successful strategy for scaling up TB treatment because it allowed
for public–private cooperation, which cut down on the cost for
the government to treat a new patient. In a similar vein, Brunne
(2009) found PPPs to be a successful method for efficiently
reducing the HIV/AIDS pandemic throughout South Africa’s
provinces. Brunne (2009) studied PPPs as a mechanism to
attenuate the growing trend in HIV/AIDS in South Africa.
Additionally, Warshawsky (2016) examined how PPPs affected
the growth of the Agri-FoodBank (AFB) CSO in South Africa and
discovered PPPs to be mutually beneficial partnerships between
the government and Food Bank South Africa (FBSA), in which
the government needed political clout and FBSA needed funding.
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The impact of public–private partnership investments (PPPI) in
energy on promoting environmental quality in South Africa has gone
unnoticed, although various empirical studies, as shown previously,
have investigated the consequences of PPPs in South Africa. Although
just a few studies have attempted to relate PPPI to environmental
quality globally, including for China (Khan A. et al., 2020; Shahbaz
et al., 2020; Anwar et al., 2021; Cheng et al., 2021), Brazil (Ahmad and
Raza, 2020; Akinsola et al., 2022), the United States (Van Song et al.,
2021), BRICS1 economies (Caglar et al., 2022), France (Shahbaz et al.,
2018), SAARC countries2 (Waqih et al., 2019), developing countries
(Raza et al., 2021), East Asian and Pacific region (Adebayo et al.,
2021a), India (Kirikkaleli and Adebayo, 2021), and Pakistan
(Chunling et al., 2021), to the best of our knowledge, no study has
explored the nexus between PPPI and environmental quality for South
Africa. Thus, this study fills this vital gap in the literature.

Additionally, the studies that evaluated the PPPI–CO2 emission
link while controlling for trade openness, such as the afore-cited ones
cited, have come under fire for adopting a one-dimensional trade
proxy that misses the underlying environmental impact of trade
openness. In earlier studies, trade intensity (TI) has consistently
been utilized as a proxy for trade openness. The link between PPPI
and environmental quality has been examined using the basic ARDL
framework. This research used the ratio of trade (exports + imports) to
GDP, which primarily captures “TI” to define and approximate trade
openness. Only the country’s relative standing in terms of trade
performance inside its own economy is considered for this trade
openness measurement. By implication, this metric largely overlooks a
nation’s openness to international commerce and fails to accurately
represent the environmental effects of trade openness (Squalli and
Wilson, 2011). Although this metric seems logical on the surface, it
does not solve the ambiguity in the definition and precise assessment
of trade openness. The primary drawback of the TI-based measure of
trade openness is that it only considers one aspect of trade openness,
namely, the relative success of the country’s trade in its own domestic
economy. By implication, this metric mostly disregards a nation’s
openness to international commerce, failing to accurately represent
the environmental impact of trade openness (Squalli and Wilson,
2011). As a result, large and wealthy economies are mistakenly labeled
as closed economies, whereas their little and underdeveloped rivals are
seen as open economies. Because they are classified as closed
economies owing to their higher GDPs, larger and more successful
economies, such as South Africa, Japan, China, France, the USA, and
Germany, are penalized when adopting TI. However, shockingly, by
this metric of trade openness, the extremely underdeveloped nations
with low GDPs (e.g., Togo, Nigeria, Ghana, Uganda, Venezuela,
Zambia, and Zimbabwe) are categorized as open economies.
Additionally, issues with model misspecifications, sampled nations,
and disparities in methodological frameworks are some of the causes
of the lack of empirical agreement and conflicting (mixed) conclusions
on the function of PPPI in preventing environmental deterioration.

Accordingly, this research adds to the body of knowledge on
PPPI’s effects on the environment in the following ways: i) a survey of
the literature reveals that PPPI’s environmental impact is debatable
and has created far more heat than light. Many academics have been

inspired to examine the function PPPI plays in promoting
environmental quality by utilizing various samples and employing
recently established methodology because of these contentious pieces
of evidence. Additionally, most of the current research on the PPPI-
environmental quality nexus focuses on developing or developed
nations. To the best of our knowledge, this is the first research to
attempt an empirical evaluation of the dynamic relationship between
South Africa’s PPPI and environmental quality. By visualizing the
potential role PPPI plays in halting environmental degradation in
South Africa, this study offers a fresh viewpoint. ii) Previous studies
that investigated the PPPI–CO2 emission relationship globally, like the
aforementioned ones, frequently used the basic ARDL framework
proposed by Pesaran et al. (2001) and other cointegration approaches,
which can only examine the short- and long-term relationships
between the variables under consideration. To tackle the drawbacks
and difficulties in the implementation of the conventional ARDL
methodology, Jordan and Philips (2018) established a novel dynamic
ARDL simulation model, which is how this study contributes to the
body of methodological literature. In addition to being able to
automatically simulate and plot to predict graphs of (negative and
positive) changes in the variables, as well as examining the associated
short-run and long-run relationships among the variables under
consideration, the novel dynamic ARDL simulations model
competently overcomes the limitations and challenges in the result
interpretations of the simple ARDL approach. As a result, the novel
technique used in this study produces accurate and unbiased results.
iii) Previous studies that globally investigated the PPPI–CO2 emission
link while controlling for trade openness have also come under fire for
adopting a one-dimensional trade proxy that misses the full
environmental impact of trade openness. By carefully utilizing a
novel and innovative trade openness proxy created by Squalli and
Wilson (2011) to comprehensively account for two dimensions of
trade openness, namely, considering trade share in GDP and capturing
the size of trade relative to the world trade, this work further
contributes to the body of literature on the relationship between
PPPI and environmental quality. Therefore, our findings differ
significantly from past research that assessed and proxied trade
openness using conventional trade intensity by employing the
Squalli and Wilson measure of trade openness. iv) By using the
frequency domain causality (FDC) approach, the most effective
and efficient testing framework suggested by Breitung and
Candelon (2006), the current article further contributes to the
existing literature on the link between PPPI and environmental
quality. As a result, the FDC framework enables accurate
accounting for long-term, short-term, and medium-term
persistent causation between variables under investigation. The
FDC approach is also used in this study as a robustness test. To
the best of our knowledge, past studies of the relationship between
PPPI and environmental quality, notably for South Africa,
overlooked this reliable testing approach. v) Lastly, this work
employs second-generation econometric techniques to efficiently
consider and capture the impacts of many structural breakdowns
that appear to have been disregarded in earlier research. Since
empirical research has shown that structural breaks persist and
impact a range of macroeconomic variables, including proxies for
PPPI and CO2 emissions, failing to account for them might result
in skewed and inconsistent conclusions. Our study employs the
structural break unit root test created by Narayan and Popp
(2010) to test for structural breakdowns in our dataset.

1 Brazil, Russia, India, China, and South Africa.

2 South Asian Association for Regional Cooperation.
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The remainder of the writing is organized as follows. The relevant
literature on the connection between PPPI and environmental quality
is reviewed in Section 2. The materials and methodological framework
are covered in Section 3. The findings are shown in Section 4, and
implications for policy are discussed in Section 5.

2 Literature review

The role that PPPI plays in stimulating infrastructural projects is
well investigated in empirical literature in the global context. Different
works have been steered to investigate the nexus between PPPI and
technological innovation (Liu et al., 2020), PPPI and infrastructure
(Lopes et al., 2021), PPPI and information technologies (Nguyen et al.,
2020), PPPI and economic growth (Sergi et al., 2019), PPPI and
institutional quality (Dao et al., 2020), PPPI and higher education
(Borodiyenko et al., 2021), PPPI and foreign direct investment
(Domalatov and Turginbayeva, 2022), PPPI and financial
development (Morea and Balzarini, 2018), and PPPI and health
sector (Kosycarz et al., 2019).

However, empirical studies linking PPPI to environmental quality
are limited. For instance, using autoregressive distributed lag (ARDL),
fully modified ordinary least squares (FMOLS), and dynamic ordinary
least squares (DOLS) techniques, Adebayo et al. (2021a), who
investigated the environmental effect of PPPI in East Asian and
Pacific region over the period 1992–2015, found that PPPI
deteriorates environmental quality. This empirical evidence is
supported by Cheng et al. (2021), who used similar approaches,
including the canonical cointegrating regression (CCR) technique
in the case of China over the period 1991–2017. The authors
suggested an improvement in the efficiency of PPPI projects linked
to CO2 emissions to improve environmental quality. Similarly, an
empirical study by Akinsola et al. (2022) found that PPPI contributes
to intensifying environmental pollution in Brazil over the period
1983–2017 using the same technique. Moreover, Van Song et al.
(2021) investigated the dynamic effect of PPPI on environmental
quality in the United States utilizing the quantile autoregressive
distributed lag (QARDL) framework over the period 1990–2015.
The authors concluded that PPPI increases CO2 emissions while
recommending an efficient promotion of PPPI projects that
mitigate environmental quality as a way forward in the
United States. Anwar et al. (2021)drew a similar conclusion; they
used the QARDL model to study the asymmetric effect of PPPI on
CO2 emissions in the transport sector in China. The authors
concluded that PPPI significantly escalates the environment
through various channels in China. Likewise, Caglar et al. (2022)
used the CUP-FM and CUP-BC estimators for BRICS economies over
the period 1990–2018 and concluded that PPPI worsens
environmental performance. In Pakistan, using the autoregressive
distributed lag (ARDL) framework, Chunling et al. (2021) explored
the nexus between PPPI and environmental quality (proxied by
ecological footprint) over the period 1992–2018. Their empirical
findings reveal that PPPI significantly contributes to intensifying
environmental degradation in Pakistan. In the cases of developing
countries and India, Raza et al. (2021) and Kirikkaleli and Adebayo
(2021) found that PPPI contributes to worsening environmental
deterioration. Other works that found the pollution-augmenting
role of PPPI include Shahbaz et al. (2020) and Khan Z. et al.
(2020) for China, Ahmad and Raza (2020) for Brazil, and Waqih

et al. (2019) for SAARC countries. However, some empirical studies
have found PPPI to contribute to improving environmental quality. In
this direction, using research and development to proxy public
investment in energy (PI), Shahbaz et al. (2018), who investigated
the environmental effect of PPPI, found that PPPI improves the
environmental atmosphere by lowering CO2 emissions over the
period 1955–2016 in France.

Table 1 shows a synopsis of studies on the relationship between
PPPI and environmental quality to capture more comparisons against
diverse countries and regions.

3 Material and methods

This study attempts to empirically assess the dynamic association
between PPPI and environmental quality for South Africa over the
period 1960–2020 by using the novel dynamic ARDL simulations
model. Before applying the novel dynamic ARDL simulations model,
we begin by discussing the theoretical rationale/background of the
study, followed by conducting a unit root test on the variables to
investigate their order of integration. Toward this end, this work uses
four conventional stationarity tests:
Kwiatkowski–Phillips–Schmidt–Shin (KPSS), Augmented
Dickey–Fuller (ADF), Phillips–Perron (PP), and Dickey–Fuller GLS
(DF-GLS). The work controls for structural breaks using the approach
proposed by Narayan and Popp (2010) because structural breaks are
common, and failure to control them may lead to biased and
inconsistent results. The long- and short-run coefficients of the
variables are investigated using the novel dynamic ARDL
simulations model. Lastly, this study uses the frequency domain
causality (FDC) framework proposed by Breitung and Candelon
(2006) to account for permanent causality for long, short, and
medium terms among the variables considered in this study. The
work also uses the FDC framework for robustness checks.

3.1 Theoretical background

In this section, the study’s theoretical foundation is laid forth as
follows: first, the framework incorporates PPPI in accordance with the
research of Shahbaz et al. (2020), Khan A. et al. (2020), and Anwar
et al. (2021). An increase in PPPI will have a negative effect on the
environment. Consequently, PPPI will enhance environmental
quality, that is, (ψ � αCO2

αPPPI< 0); otherwise, (ψ � αCO2
αPPPI> 0) if PPPI is

not eco-friendly.
Second, moving on to the research’s theoretical foundation, it

can be said that when the economy grows, carbon emissions rise
because more energy is needed for economic activity, which results
in more waste and pollution. However, the amount of pollution and
the materials used in production depend on a country’s sectoral
structure. Scale, composition, and technique effects (TE) are three
separate outcomes of economic expansion that impact the
environment. According to the scale effect (SE), economic
growth first negatively affects the environment because it
demands more energy and resources, which leads to more waste
and pollution. The composition effect is a term used to describe the
negative effects of economic development on the climate that can
be mitigated by structural shifts in economies from the industrial
sector to the service sector (Ahmad and Raza, 2020). Last but not
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least, the technique effect postulates that as an economy becomes
prosperous, it adopts cutting-edge technology that boosts
production and reduces emissions. Meanwhile, the EKC
hypothesis employs an inverted U-shaped link to forecast a
turning point between economic growth and environmental
deterioration. Therefore, economic growth (as represented by
the scale effect) is employed in the investigation. It shows that,
initially, economic growth is accompanied by environmental
deterioration. However, if a certain threshold is crossed,
economic growth is consistent with ecological sustainability.
Economic growth, cutting-edge technology, and a change in the
economy toward services and light manufacturing will lead to the
eventual resolution of environmental challenges. Environmental
degradation increases initially because of early industrialization,
which requires heavy use of fossil fuels, but deterioration reduces at
a certain level of per capita income (a turning point). Education
levels rise because of the economy’s transition from an industrial to
a service-sector-focused focus, and environmental consciousness
grows as a result. Consequently, economic growth has drawn
considerable attention from academics for decades as a key
indicator of a nation’s progress and development (Naqvi et al.,
2021; Sun et al., 2021) because more energy usage and mineral
richness (especially from conventional sources of energy) are
required by quicker economic expansion, both of which are
essential for a nation’s rate of development and long-lasting
changes (Minlah and Zhang, 2021). However, such use has
negative ecological effects, such as anthropogenic climate change
and the ensuing environmental deterioration. The scale effect
(economic expansion), as described by other research in energy

and environmental economics (Isik et al., 2021; Liu et al., 2021), is
considered in this analysis to follow the ecological impact of
income. Economic expansion is anticipated to reduce CO2

emissions, which suggests that increased economic expansion
will result in a decline in the quality of the
environment, (φ � αCO2

αSE > 0).
Third, to determine if the EKC hypothesis is true in the case of

South Africa, the square of economic growth (represented by the
technique effect) is considered. The EKC hypothesis is valid
if (φ � αCO2

αSE > 0) and(β � αCO2
αTE < 0).

Fourth, energy is the most significant input in production and is
used as frequently as capital and labor. Continuous energy sources are
necessary to sustain and improve the present level of productivity and
living standards as energy use in industry is prevalent. In the industrial
process, energy consumption is seen as a requirement for long-term
economic growth, although any shortfall in energy output has a
negative effect on economic growth. The ideal society understands
that energy consumption contributes significantly to CO2 emissions,
which are the main reason for GHG emissions. Many studies,
including those by Udeagha and Ngepah (2019), have examined
energy use to understand the impact of energy consumption.
Energy consumption is considered to account for its contribution
to growing emissions levels because the energy industry is responsible
for 75% of global GHG emissions (Udeagha and Breitenbach, 2021),
which suggests that increasing energy usage will result in a decline in
environmental quality, (π � αCO2

αEC > 0).
Fifth, the relationship between FDI inflow and environmental

pollution in host countries is summarized as follows. The “Pollution
Haven Hypothesis (PHH)” contends that developing countries are

TABLE 1 Synopsis of studies.

S/N Investigator(s) Timeframe Nation(s) Technique(s) Findings

1 Cheng et al. (2021) 1991–2017 China FMOLS, DOLS, CCR PPPI triggers CO2 emissions

2 Akinsola et al. (2022) 1983–2017 Brazil DOLS, ARDL PPPI increases the level of emissions

3 Van Song et al. (2021) 1990–2015 United States QARDL PPPI deteriorates the environmental
quality

4 Anwar et al. (2021) 1990–2018 China QARDL PPPI deteriorates the environmental
quality

5 Caglar et al. (2022) 1990–2018 BRICS economies CUP-FM and CUP-BC estimators PPPI increases carbon emissions

6 Chunling et al. (2021) 1992–2018 Pakistan ARDL PPPI increases carbon emissions

7 Kirikkaleli and Adebayo (2021) 1990–2015 India FMOLS, DOLS PPPI escalates carbon emissions

8 Adebayo et al. (2021a) 1992–2015 East Asian and Pacific region ARDL, DOLS, FMOLS PPPI increases carbon emissions

9 Raza et al. (2021) 1998–2016 Developing countries Non-parametric causality-in-
quantiles

PPPI worsens the level of emissions

10 Shahbaz et al. (2020) 1990–2017 China Bootstrapped ARDL approach PPP1 impedes environmental quality

11 Khan et al. (2020b) 1990Q1-
2017Q1

China GLS, FMOLS, DOLS, CCR PPPI deteriorates the environmental
quality

12 Ahmad and Raza (2020) 1984–2018 Brazil ARDL PPPI increases carbon emissions

13 Waqih et al. (2019) 1986–2014 SAARC countries ARDL, FMOLS PPPI escalates carbon emissions

14 Shahbaz et al. (2018) 1955–2016 France ARDL model PPPI decreases carbon emissions

Note: DOLS, dynamic ordinary least squares; FMOLS, fully modified ordinary least squares; QARDL, quantile autoregressive distributed lagged method; CCR, canonical cointegrating regression;

BARDL, bootstrapping autoregressive distributed lagmodeling; SAARC, South Asian Association for Regional Cooperation; ARDL, autoregressive distributed lag; GLS, generalized least squaremodel;

BRICS, Brazil, Russia, India, China, and South Africa.
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more likely to attract foreign direct investment (FDI) by lowering
environmental standards during the early stages of economic growth
to build their economies fast. The dirty industries—those with high
levels of pollution and energy consumption—move from
industrialized to developing countries because of utilizing this
method to attract capital. It increases pollution in developing
countries. The host country (area) becomes a “pollution refuge” for
developed countries. The other view asserts that FDI contradicts the
“PHH.” The advanced industrial and environmental technologies
provided by FDI benefits local enterprises. Due to the learning,
competitiveness, and demonstration effects, local firms reduce the
level of environmental deterioration in their industry and even the
entire region (Cheng et al., 2021). The positive and negative effects of
FDI on the environment of the host nation may be distinguished based
on scale, structure, and technical aspects (Chaudhry et al., 2022). Even
if foreign direct investment is important for a country’s economic
growth, it can harm the environment of the host country, especially
when local resources are insufficient to cover domestic financial
obligations (Shinwari et al., 2022). Since FDI encourages larger
economic firms, which might exacerbate emissions and cause
environmental degradation, the research uses FDI to analyze its
ecological impact, as suggested by Anser et al. (2021). As a result,
FDI influx under PHH causes environmental degradation, that is,
(δ � αCO2

αFDI> 0); otherwise, (δ � αCO2
αFDI< 0) if pollution halo hypothesis

exists and FDI inflow is eco-friendly.
Sixth, the theoretical framework for the environmental effect of

trade liberalization was developed by Copeland and Taylor (1994) and
Grossman and Krueger (1995). Antweiler et al. (2001), who
subsequently extended it, underlined the many factors affecting
carbon emissions and the way trade openness may have an
influence on the environment. Consequently, the study separates
the content, method, and scale impacts of the environmental
effects of trade openness. The structural makeup of a country’s
industrial production determines the level of environmental
degradation. Therefore, the environmental impact of this structural
composition is shown by the composition effect. A country with a
more carbon-intensive industrial structure will always have more
environmental pollution than a country with a less carbon-
intensive production structure. As a result, the nature of an
economy and its organizational structure affect how well the
environment is protected in that country. On the contrary, the
scale effect refers to how an increase in income affects emissions.
As affluence grows, environmental quality deteriorates because of
intensive industry. Environmental restrictions force the private sector
to use more advanced, eco-friendly, and clean industrial processes,
which improve environmental quality and have an influence on the
technique. The technique effect results in a higher quality of the
environment because of peoples’ propensity for a clean environment
and the execution of stronger environmental regulations as money
grows. As proposed by Khan and Ozturk (2021) and Ahmad et al.
(2022), trade openness is thus included to track the impact of trade
openness on environmental quality in South Africa. Consequently,
greater trade openness may either enhance environmental quality, that
is, (τ � αCO2

αOPEN< 0), or deteriorate it, that is, (τ � αCO2
αOPEN> 0).

Seventh, technological innovation is essential to lowering energy
use, increasing energy efficiency, and improving the ecological
environment (Ahmad and Wu, 2022; Fareed et al., 2022). In order
to support sustainable companies and improve environmental
sustainability, it is essential to use technology more frequently. As

a result, in line with Ahmad and Wu (2022) and Fareed et al. (2022),
this research examines the role of technological innovation as one of
the major factors affecting environmental quality because it could
transform renewable energy sources, such as solar and wind power,
from inefficient to environmentally friendly sources. Therefore, it is
anticipated that technological progress will enhance environmental
quality, that is, (ρ � αCO2

αTECH< 0) if it is environmentally friendly;
otherwise, it will deteriorate it, that is, (ρ � αCO2

αTECH> 0) if it is not
eco-friendly.

Lastly, the nation’s ecological and overall total emissions are
crucial components of the country’s economic sensitivity to
industrialization (Rehman et al., 2021). As industrialization
advances, mineral wealth is dispersed extremely fast, which affects
the ecology and the general standard of living for the expanding
population. Therefore, industrial value-added is considered one of the
key components in this study to examine its effect on ecological
quality, as suggested by Tian et al. (2014) and Hossain (2011).
Consequently, it is anticipated that industrial value-added will
worsen environmental quality, that is, (ω � αCO2

αIGDP> 0).

3.2 Functional form

This study uses the robust empirical technique applied in previous
works by utilizing the conventional EKC hypothesis methodology to
investigate the PPPI–CO2 emission nexus for South Africa. The EKC
hypothesis suggests that environmental deterioration escalates as
economic growth increases, especially during the earlier
developmental stage of a society. This is because society focuses
more on achieving higher economic growth than realizing lower
environmental decay, such that an increase in income brings about
an increase in environmental deterioration. This idea intuitively and
fundamentally explains the positive relationship between the scale
effect (a proxy for economic growth) and environmental quality.
However, the industrial stage of development leads to higher levels
of environmental decay. As society industrializes to move away from
the production activities earlier dominated by agriculture,
environmental decay intensifies. Hence, people become more
environmentally conscious, leading to the enforcement of higher
environmental standards to improve environmental quality.
Therefore, people’s predisposition for a clean environment and the
implementation of more stringent environmental standards by the
government enormously contributed to improving environmental
quality during the advanced industrial stage of societal
development. Consequently, as income (economic growth)
increases, environmental deterioration reduces. This idea intuitively
explains the negative nexus between the technique effect (square of
economic growth) and the environmental quality.

Therefore, we present the standard EKC hypothesis following
Udeagha and Ngepah (2021a, b), Udeagha and Breitenbach (2021),
Udeagha and Ngepah (2019), and Cole and Elliott (2003) as follows:

CO2t � F SE, TE( ), (1)
where CO2 denotes CO2 emissions, a proxy for environmental quality;
SE represents scale effect, which captures economic growth; and TE
stands for technique effect capturing the square of economic growth.
When log-linearized, Eq. 1 becomes as follows:

InCO2t � α + φInSEt + βInTEt + εt. (2)
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Scale effect (economic growth) contributes to escalating
environmental deterioration as income rises. In contrast, the
technique effect reduces environmental decay as more stringent
environmental standards are implemented (Cole and Elliott, 2003;
Ling et al., 2015). Therefore, the validity of the EKC hypothesis
requires that φ> 0 and β< 0. Following the literature, a good
number of variables, such as industrial value-added, trade
openness, energy consumption, foreign direct investment, and
technological innovation, are controlled for. By adding the
environmental effects of fiscal decentralization and these control
variables, we augment Eq. 2 as follows:

InCO2t � α + φInSEt + βInTEt + ψInPPPIt + ρInTECHt + πInECt

+ δInFDIt + τInOPENt + ωInIGDPt + Ut,

(3)
where InPPPIt denotes public–private partnership investment in
energy; InIGDPt stands for industrial value-added; InOPENt

signifies trade openness, InFDIt denotes foreign direct investment;
InECt signifies energy consumption; InTECHt is technological
innovation; and all variables are in their natural log.
φ, β,ψ, ρ, π, δ, τ, andω are the coefficients to be estimated, which
capture various elasticities, whereas Ut is the stochastic error term
with standard properties.

3.3. Measuring trade openness

This study uses the composite trade intensity (CTI) proposed
by Squalli and Wilson (2011) to effectively address the
shortcomings of trade intensity (TI) used previously. The CTI
effectively accounts for two dimensions of trade openness:
considering trade share in GDP and capturing the size of trade
relative to world trade. Therefore, using the Squalli and Wilson
measure of trade openness uniquely distinguishes our work from
earlier works that measured and proxied trade openness using the
traditional TI. Moreover, using this robust way to capture trade
openness efficiently addresses the limitations of the conventional
TI. Essentially, the novel CTI has more fundamental elements
regarding the trade contribution share of a country in relation
to the world economy (Squalli and Wilson, 2011). Moreover, this
innovative proxy of trade openness mirrors trade outcome reality
because it accounts for two dimensions of a country’s ties with the
rest of the world. Following Squalli and Wilson (2011), we present
the CTI as follows:

CTI � X +M( )i
1
n∑

n
j�1 X +M( )j

X +M( )i
GDPi

, (4)

where i denotes South Africa, j reflects its trading partners, X
represents exports, and M denotes imports. In Eq. 4, while the first
segment captures the world trade share, the second portion accounts
for South Africa’s trade share.

3.4 Variables and data sources

We use yearly time series data covering the period 1960–2020. In
this work, the proxy for environmental quality is CO2 emissions,
which is the dependent variable. To validate the existence of the EKC

hypothesis, we use the scale effect capturing economic growth and the
technique effect representing the square of economic growth. The
variable of interest is public–private partnerships in energy (PPPI)
measured in current USD. The control variables following empirical
studies include industrial value-added to GDP (IGDP), trade openness
(OPEN) using a composite trade intensity as illustrated previously,
foreign direct investment (FDI), energy consumption (EC), and
technological innovation (TECH) using gross domestic spending
on R&D. Table 2 summarily presents the definition of variables
and data sources.

3.5 Narayan and Popp’s structural break unit
root test

As a first step, before applying the novel dynamic ARDL
simulations model, we conduct a unit root test on the variables to
investigate their order of integration. Toward this end, this work uses
four conventional stationarity tests:
Kwiatkowski–Phillips–Schmidt–Shin (KPSS), Augmented
Dickey–Fuller (ADF), Phillips–Perron (PP), and Dickey–Fuller GLS
(DF-GLS). The work controls for structural breaks by using the
approach proposed by Narayan and Popp (2010) because structural
breaks are common, and failure to control them may lead to biased
and inconsistent results.

3.6 ARDL bounds testing approach

We use the bounds test to investigate the PPPI-environmental
quality relationship for the long run while controlling for other
variables. Following Pesaran et al. (2001), we present the ARDL
bounds testing approach as follows:

ΔInCO2t � γ0 + θ1InCO2t−i + θ2InSEt−i + θ3InTEt−i + θ4InPPPIt−i
+ θ5InTECHt−i+θ6InECt−i + θ7InFDIt−i + θ8InOPENt−i

+ θ9InIGDPt−i +∑
q

i�1γ1iΔInCO2t−i +∑
q

i�1γ2iΔInSEt−i

+∑q

i�1γ3iΔInTEt−i +∑
q

i�1γ4iΔInPPPIt−i +∑
q

i�1γ5iΔTECHt−i

+∑q

i�1γ6iΔECt−i +∑
q

i�1γ7iΔInFDIt−i +∑
q

i�1γ8iΔInOPENt−i

+∑q

i�1γ9iΔInIGDPt−i + εt, (5)

where Δ represents the first difference of InPPPI, InIGDP, InOPEN,
InFDI, InEC, InTECH, InTE, InSE, and InCO2, and εt denotes the
white noise. Meanwhile, t-i signifies the optimal lags chosen by
Schwarz’s Bayesian Information Criterion (SBIC), and θ and γ are
the coefficients to be estimated for the long run and short run,
respectively. If the variables are cointegrated, the ARDL model
for the long and short runs will be approximated. The null
hypothesis for long-run nexus is as follows: (H0: θ1 � θ2 � θ3 � θ4 �
θ5 � θ6 � θ7 � θ8 � θ9 � 0) against the alternative hypothesis
(H1: θ1 ≠ θ2 ≠ θ3 ≠ θ4 ≠ θ5 ≠ θ6 ≠ θ7 ≠ θ8 ≠ θ9 ≠ 0).

Meanwhile, the value of the calculated F-statistic determines
whether the null hypothesis can be accepted or rejected. The null
hypothesis is rejected when the value of the calculated F-statistic
is above the upper bound, and we conclude that the variables
are cointegrated. On the contrary, when the value of the
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calculated F-statistic is below the lower bound, we accept the null
hypothesis and conclude that the variables are not cointegrated.
Moreover, the ARDL bounds test becomes inconclusive when the
value of the calculated F-statistic lies between the lower and upper
bounds. The estimable long-run ARDL model is presented as
follows:

InCO2t � β0 +∑
q

i�1
ω1InCO2t−i +∑

q

i�1
ω2InSEt−i +∑

q

i�1
ω3InTEt−i

+∑
q

i�1
ω4InPPPIt−i +∑

q

i�1
ω5InTECHt−i +∑

q

i�1
ω6InECt−i

+∑
q

i�1
ω7InFDIt−i +∑

q

i�1
ω8InOPENt−i +∑

q

i�1
ω9InIGDPt−i + εt.

(6)
The long-run variance of the variables in Eq. 6 is denoted by ω.

The correct lags are selected using the SBIC. The error correction
model in the short run is presented as follows:

ΔInCO2t � β0 +∑
q

i�1
π1ΔInCO2t−i +∑

q

i�1
π2ΔInSEt−i +∑

q

i�1
π3ΔInTEt−1

+∑
q

i�1
π4ΔInPPPIt−i +∑

q

i�1
π5ΔInTECHt−i +∑

q

i�1
π6ΔInECt−1

+∑
q

i�1
π7InΔFDIt−1 +∑

q

i�1
π8ΔInOPENt−1

+∑
q

i�1
π9ΔInIGDPt−1 +∅ECTt−i + εt. (7)

The short-run variability of the variables is captured by π in Eq.
7, whereas ECT denotes the error correction term that captures the
adjustment speed of disequilibrium. We further use a good number
of diagnostic tests to check for the stability of the model. Serial
correlations are checked using the Breusch–Godfrey LM test; the
presence of heteroscedasticity in the model is tested using the
ARCH and Breusch–Pagan–Godfrey tests; correct model
specification is checked using the Ramsey RESET test; and
normality is checked using the Jarque–Bera test. Finally,

structural stability is checked using the cumulative sum of
squares of recursive residuals (CUSUMSQ) and the cumulative
sum of recursive residuals (CUSUM).

3.7 Dynamic autoregressive distributed lag
simulations

On the one hand, past studies of the PPPI–CO2 emission
connection in the global setting frequently used the traditional
ARDL technique developed by Pesaran et al. (2001), which
produces long- and short-run estimates. Because of its statistical
benefits, the fundamental ARDL technique is frequently used in
studies on energy, the economy, and the environment. In the case of
smaller sample sizes, the conventional ARDL framework is especially
suited, robust, and effective (Pesaran et al., 2001). It has no
autocorrelation problems, and selecting the appropriate delays
successfully resolves the endogeneity problems (Langnel and
Amegavi 2020). Whether the variables under analysis are
stationary at level I (0) or at the first difference I (1), the ARDL
technique can be applied. This method also gives the error correction
model’s long-run and short-run cointegration parameters in a single
equation. On the other hand, the novel dynamic ARDL simulation
framework for time-series data has sparked much interest in the
economics of energy and climate change. As this method successfully
lessens the difficulties associated with analyzing the estimates
derived using the conventional ARDL approach for measuring
long- and short-run coefficients of the variables under study, the
dynamic ARDL simulation approach has gained recognition as a
reliable method for drawing useful conclusions from time-series
models with illogical or “hidden” coefficients (Jordan and Philips,
2018). While considering other factors, the innovative, dynamic
ARDL simulations approach accurately analyzes and duplicates
and dynamically portrays the true positive and negative impulses
in regressors and response variables. The dynamic ARDL
simulations technique requires that the response variable be
stationary at the initial difference. Additionally, no model
independent variable may have an order of integration higher

TABLE 2 Definition of variables and data sources.

Variable Description Expected sign Source

CO2 CO2 emissions (kg per 2010 US$ of GDP) N/A WDI

EC Energy consumption, million tonnes of oil equivalent Positive BP Statistical Review of World
Energy

PPPI Public–private partnership investment in energy (current US$) Positive or
negative

WDI

TECH Technological innovation measured by gross domestic spending on R&D (%GDP) Negative WDI

OPEN Trade openness computed as composite trade intensity introduced by Squalli andWilson (2011) capturing
trade effect

Positive or
negative

WDI, authors

SE Real GDP per capita capturing scale effect Positive WDI

TE Real GDP per capita squared capturing technique effect Negative WDI, authors

FDI Foreign direct investment, net inflows (% of GDP) Positive WDI

IGDP Industry, value added (% of GDP) Positive or
negative

WDI

N/A, not available; WDI, world development indicator.
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than I (1). Even if the research does not truly require the difficult I
(0)/I (1) assessment, all explanatory variables should be evaluated for
their explosiveness or seasonal stationarity (Jordan and Philips,
2018). Therefore, the new strategy used in this study yields
reliable and accurate results. Since the parameter matrix has a
multivariate normal distribution, 1,000 simulations are
considered in this paper’s dynamic ARDL error-correcting
method. Additionally, the plots are used in this study to
evaluate the changes in the explanatory factors and their
impact on the response variable. This clever approach has also
been applied in a wide range of real-world research to examine
both the short- and long-term relationships between the pertinent
variables. For instance, Pata and Isik (2021) used this approach to
study the effects of energy intensity, per capita income, resource
rent, and human capital on the load capacity factor in China
between 1981 and 2017, with a focus on environmental issues on
the demand and supply sides. Using this method, Li and Ullah
(2022) added the impact of human expansion and global
economic cooperation to the framework to study the
connection between income disparity and environmental
integrity. Similarly, Ulucak (2021) used the state-of-the-art
ARDL simulation technique to examine how technology may
enhance environmental health in the United States and China.
The novel dynamic ARDL simulations model is presented as
follows:

ΔInCO2t � α0 + ρ0InCO2t−1 + φ1ΔSEt + ρ1SEt−1 + φ2ΔTEt + ρ2TEt−1

+φ3ΔPPPIt + ρ3PPPIt−1 + φ4ΔTECHt + ρ4TECHt−1 + φ5ΔECt

+ ρ5ECt−1 + φ6ΔFDIt + ρ6FDIt−1 + φ7ΔOPENt + ρ7OPENt−1

+φ8ΔIGDPt + ρ8IGDPt−1 + δECTt−1 + εt . (8)

3.8 Frequency domain causality test

The current study further adds to the extant literature on the
relationship between PPPI and environmental quality by adopting the
frequency domain causality (FDC) methodology, the most effective
and efficient testing framework proposed by Breitung and Candelon
(2006). Thus, using the FDC framework permits adequate accounting

for permanent causality for the long, short, and medium terms
between variables under consideration. In addition, this study uses
the FDC methodology as a robustness check. To the best of our
knowledge, earlier studies on the nexus between PPPI and
environmental quality have ignored this robust testing framework,
particularly for South Africa.

4 Empirical results and their discussion

4.1 Summary statistics

The summary statistics of the variables used in this work are
analyzed and scrutinized before discussing the results. Table 3 reports
the overview of statistics showing that the average value of CO2

emissions is 0.264. The technique effect (TE), the square of GDP
per capita has an average mean of 60.316, greater than other variables,
followed by foreign direct investment (FDI) with 13.203. In addition to
characterizing the summary statistics, Table 3 uses kurtosis to
represent the peak, whereas the Jarque–Bera test statistics is used
to check for the normality of our data series. Table 3 shows that PPPI,
scale effect, trade openness, energy consumption, foreign direct
investment, industrial value-added, and technological innovation
show a positive trend, whereas the technique effect has a negative
trend. The variance in the technique effect (TE) is the highest of all the
variables showing the high level of volatility in this variable. The
variance in CO2 emissions is less relative to the technique effect
showing that CO2 emissions are far more stable. Moreover, the
variations in trade openness (OPEN), scale effect (SE), and
technological innovation (TECH) are quite greater. In addition, the
Jarque–Bera statistics shows that our data series are normally
distributed.

4.2 Order of integration of the respective
variables

Table 4 reports the results of DF-GLS, PP, ADF, and KPSS,
showing that after first differencing, all variables, which are non-
stationary in level, become stationary at I (1). This implies that all the

TABLE 3 Descriptive statistics.

Variable Mean Median Maximum Minimum Std. dev Skewness Kurtosis J-B stat Probability

CO2 0.264 0.238 0.477 0.084 0.120 0.217 1.652 4.682 0.196

SE 7.706 7.959 8.984 6.073 0.843 −0.511 2.156 4.102 0.129

TE 60.316 63.754 80.717 36.880 12.663 −0.387 2.082 3.422 0.181

PPPI 8.831 8.480 11.621 3.051 0.271 0.170 1.390 3.772 0.310

TECH 9.360 9.255 10.545 8.210 0.766 0.082 1.634 4.499 0.105

EC 4.220 4.422 4.840 3.177 0.527 −0.558 1.921 5.621 0.160

FDI 13.203 13.286 14.659 11.913 0.738 0.056 2.463 0.702 0.704

IGDP 3.513 3.580 3.813 3.258 0.161 −0.215 1.697 4.474 0.107

OPEN 6.012 6.512 7.665 2.745 1.329 0.636 2.077 5.757 0.156

Source: Authors’ calculations.
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TABLE 4 Unit root analysis.

Variable Dickey–Fuller GLS (DF-GLS) Phillips–Perron (PP) Augmented Dickey–Fuller (ADF) Kwiatkowski–Phillips–Schmidt–Shin (KPSS) Narayan and Popp (2010) unit root test

Model 1 Model 2

Level Test—statistics value Break-year ADF-stat Break-year ADF-stat

InCO2 −0.570 −0.464 −1.152 0.966 1982:1985 −3.132 1987:1994 −8.160***

InSE −0.116** −0.079 −1.308 0.833*** 1979:1988 −2.914 1982:2016 −7.601***

InTE −0.112* −0.076 −1.268 0.848*** 1979:1990 −1.939 1982:2004 −6.791***

InPPPI −0.120** −0.018* −1.104 0.216** 1981:1988 −1.315 1990:2015 −7.153***

InTECH −0.254*** −0.284*** −2.999 0.255*** 1995:2000 −4.318 2008:2011 −7.821***

InEC −0.011 −0.014 −0.366 1.300*** 1982:1989 −4.372** 1985:2015 −8.521***

InFDI −0.032* −0.001 −0.012 0.640 2001:2006 −2.021 2004:2010 −8.362***

InOPEN −0.072 −0.082 −1.335 1.080* 1996:2001 −3.053 2003:2009 −7.318***

InIGDP −0.046 −0.071* −1.718 1.060** 1972:1985 −3.815 1982:1991 −7.521***

First difference Critical value (1%, 5%, and 10%)

Δ InCO2 −0.995*** −0.996*** −7.176*** 0.705*** 1999:2005 −4.801** 1980:1991 −5.832***

Δ InSE −0.695*** −0.707*** −5.319*** 0.585*** 1983:1997 −5.831*** 1985:1995 −6.831***

Δ InPPPI −0.510*** −0.416** −8.163*** 0.304*** 1968:1987 −7.015*** 2001:2020 −7.193***

Δ InTE −0.694*** −0.701*** −5.316*** 0.589*** 1991:2000 −8.531*** 1987:1996 −5.893***

Δ InTECH −1.023*** −1.034*** −7.473*** 0.424*** 1999:2003 −4.841** 2006:2010 −5.983***

Δ InEC −1.105*** −1.121*** −8.142*** 0.586*** 1985:1993 −5.921*** 1989:1997 −7.942***

Δ InFDI −0.207** −0.209** −6.443*** 0.609*** 2005:2008 −6.831*** 2001:2008 −6.973***

Δ InOPEN −0.935*** −0.938*** −6.699*** 0.626*** 1996:2004 −6.842** 2001:2007 −8.942***

Δ InIGDP −0.799*** −0.801*** −5.878*** 0.431*** 1975:1990 −7.742*** 1988:1992 −7.892***

Source: Authors’ calculations.

Note: *, **, and *** denote statistical significance at 10%, 5%, and 1% levels, respectively. MacKinnon’s (1996) one-sided p-values. Lag length based on SIC and AIC. Probability based on Kwiatkowski–Phillips–Schmidt–Shin (1992). The critical values for Narayan–Popp unit

root test with two breaks are followed by Narayan and Popp (2010). All the variables are trended.
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series under review are either I (1) or I (0), and none is I (2). The
traditional unit root tests reported earlier do not account for structural
breaks. Therefore, this work implements a testing strategy capable of
accounting for two structural breaks in the variables. The results of
Narayan and Popp’s unit root test with two structural breaks are also
reported in the right-hand panel of Table 4. The empirical evidence
shows that the null hypothesis of the unit root cannot be rejected.
Consequently, all data series are integrated of order one and
prospective application for the dynamic ARDL bounds testing
approach.

4.3 Lag length selection results

Table 5 reports the findings of different test criteria for lag
selection. The use of HQ, AIC, and SIC is documented in
empirical literature as the most popular for selecting appropriate
lags. In this study, SIC is used for lag selection. Based on this tool,
lag one is suitable for our model because the lowest value is obtained at
lag one when SIC is used unlike others.

4.4 Cointegration test results

Table 6 displays the results of the cointegration test utilizing the
surface-response regression suggested by Kripfganz and Schneider
(2018). As the F- and t-statistics are greater than the upper bound
critical values at various significance levels, we reject the null
hypothesis. Thus, our empirical evidence suggests that
cointegration exists among the variables under consideration.

4.5 Diagnostic statistics tests

This study uses different diagnostic statistics tests to ensure that
our chosen model is reliable and consistent, and their empirical results
are reported in Table 7. The empirical results suggest that the used
model is well-fitted, having passed all the diagnostic tests. The model
does not suffer from the problems of serial correlation and
autocorrelation, as confirmed by the Breusch Godfrey LM test. The
Ramsey RESET test is used, and evidence shows that the model does
not suffer from misspecification. The Breusch–Pagan–Godfrey test
and ARCH test are employed to test if there is evidence of
heteroscedasticity in the model. The empirical findings suggest that
heteroscedasticity is moderate and not a problem. Finally, the
Jarque–Bera test result shows that the model’s residuals are
normally distributed.

4.6 Dynamic ARDL simulations model results

The dynamic ARDL simulations model results are reported in
Table 8. Our findings show that scale effect (InSE) and technique
effect (InTE) positively and negatively affect CO2 emissions,
respectively. The scale effect representing economic growth
deteriorates environmental quality, whereas the technique effect
has a mitigating effect on the environment. Therefore, empirical
evidence suggests that the EKC hypothesis holds in the case of
South Africa, where real income grows until a certain threshold

level when CO2 emissions start to decline. In the initial stage of
economic growth, environmental quality increases as income
increases, but after reaching the optimum level, environmental
quality starts improving in South Africa. This supports the
inverted U-shaped relationship between economic growth and
environmental quality. The findings are justifiable for South Africa
and associated with structural change and technological advancement
in the country. Environmental awareness increases among people as
income grows, so environmental regulations are enforced to use
energy-efficient technologies to mitigate the pollution. These
findings support the findings of Awosusi et al. (2022c) who
discovered that economic expansion accelerated environmental
deterioration in Colombia between 1970 and 2017. Similar
findings were made by Beton Kalmaz and Awosusi (2022), who
looked at the factors influencing environmental sustainability and
discovered that from 1965 to 2017, environmental quality in Malaysia
declined as a result of economic expansion. Moreover, Xu et al. (2022)
discovered that economic expansion decreased environmental quality
during 1970–2017 when they investigated how the load capacity
factor (a measure of environmental quality) was enhanced in
Brazil. Additionally, the EKC hypothesis was found by Adebayo
et al. (2021b), who investigated the relationship between natural
gas, oil, and coal and environmental sustainability in Japan from
1965 to 2019. Our results corroborate those of He et al. (2022), who
found that, in the Top 10 Energy Transition Economies between
1990 and 2018, economic growth exacerbated ecological damage.
Similar conclusions were reached by Adebayo et al. (2021c), who
investigated the relationship between coal energy consumption,
economic growth, renewable energy consumption, and
CO2 emissions between annual periods of 1980 and 2017 and
found that environmental quality in South Africa decreased as a
result of economic growth. Furthermore, Yuping et al. (2021), who
examined the dynamic impacts of globalization, non-renewable
energy consumption, renewable energy consumption, and
economic growth on carbon dioxide emission levels in Argentina
between 1970 and 2018, uncovered the EKC hypothesis. Likewise,
Udeagha and Breitenbach (2021a) highlighted the existence of the
EKC hypothesis for the Southern African Development Community
(SADC) over the period 1960–2014. Alharthi et al. (2021) also found
similar results that the EKC hypothesis exists for the Middle East and
North Africa (MENA) countries. Likewise, Bibi and Jamil (2021), who
examined the association between air pollution and economic growth,
found support for the EKC hypothesis, which suggests an inverted
U-shaped link between air pollution and economic growth in six
different regions: Latin America and the Caribbean, East Asia and the
Pacific, Europe and Central Asia, South Asia, the Middle East and
North Africa, and sub-Saharan Africa. Udeagha and Ngepah (2019)
also found that the EKC hypothesis exists for South Africa. Our
results further reciprocate the findings of Isik et al. (2021) for
8 Organisation for Economic Co-operation and Development
(OECD) countries, Liu et al. (2021) for China, Sun et al. (2021)
for China, Naqvi et al. (2021) for 155 countries of four different
income groups, and Murshed et al. (2021) for six South Asian
economies. However, the findings contradict those of Minlah and
Zhang (2021), who found that the Environmental Kuznets Curve for
carbon dioxide emissions in Ghana is upward sloping, contrary to the
standard Environmental Kuznets Curve theory, which postulates an
inverted U-shaped relationship between economic growth and
environmental degradation. Ozturk (2015), Sohag et al. (2019),
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and Mensah et al. (2018) also found similar results, showing that the
EKC hypothesis does not hold.

The estimated long- and short-run coefficients on public–private
partnership investment in energy (InPPPI) are statistically significant
and positive. PPPI is positively associated with CO2 emissions in the
short and long run. This implies that, on average, a 0.118% upsurge in
CO2 emissions is caused by a 1% increase in PPPI in the long run if
other parameters remain constant. Moreover, in the short run, a
0.203% upsurge in CO2 emissions is caused by a 1% increase in PPPI.
The reason behind this positive interconnection is that PPPI is
strongly connected to non-renewable energy sources that raise
carbon emissions. This finding aligns with Adebayo et al. (2021a),
who investigated the environmental effect of PPPI in East Asian and
Pacific regions and found that PPPI deteriorates environmental

quality. This empirical evidence is supported by Cheng et al.
(2021) in the case of China. Similarly, an empirical study by
Akinsola et al. (2022) found that PPPI contributes to intensifying
environmental pollution in Brazil. Moreover, Van Song et al. (2021)
investigated the dynamic effect of PPPI on environmental quality for
the United States and concluded that PPPI increases CO2 emissions. A
similar conclusion was drawn by Anwar et al. (2021) that PPPI
significantly escalates the environment through various channels in
China. Likewise, the study by Caglar et al. (2022) concluded that PPPI
worsens environmental performance. In Pakistan, Chunling et al.
(2021) explored the nexus between PPPI and environmental quality
(proxied by ecological footprint) and found that PPPI significantly
contributes to intensifying environmental degradation. In the case of
developing countries and India, Raza et al. (2021) and Kirikkaleli and
Adebayo (2021) found that PPPI contributes to worsening
environmental deterioration. Other works that found the pollution-
augmenting role of PPPI include Shahbaz et al. (2020) for China, Khan
et al. (2020) for China, Ahmad and Raza (2020) for Brazil, and Waqih
et al. (2019) for SAARC countries. However, the outcome does not
correspond with the study by Shahbaz et al. (2018), who found that
PPPI improves the environmental atmosphere by lowering CO2

emissions over the period 1955–2016 in France.
The estimated coefficient on technological innovation (InTECH)

is statistically significant and negative in the long and short run. Our
empirical finding shows that a 1% increase in technological innovation
brings about a reduction in CO2 emissions by 0.32% and 0.13% in the
long run and short run, respectively. Technological innovations in
South Africa effectively reduce CO2 emissions, which could be seen as

TABLE 5 Lag length criteria.

Lag LogL LR FPE AIC SC HQ

0 174.450 NA 3.2e-12 −6.594 −6.331 −6.493

1 606.095 857.28 1.5e-18 −21.195 −19.094* −20.390*

2 669.091 108 1.4e-18 −21.388 −17.448 −19.877

3 719.761 117.04 1.2e-18* −21.759 −15.981 −19.544

4 784.194 128.72* 1.3e-18 −22.350* −14.733 −19.430

Source: Authors’ calculations.

Note: * indicates lag order selected by the criterion.

TABLE 6 ARDL bounds test analysis.

Test statistics Value K H0 H1

F-statistics 15.410 8 No level relationship Relationship exists

t-statistics −9.031

Kripfganz and Schneider (2018) critical values and approximate p-values

Significance F-statistics t-statistics p-value F

1 0) 1 1) 1 0) 1 1) 1 0) 1 1)

10% 2.12 3.23 −2.57 −4.04 0.000*** 0.000***

5% 2.45 3.61 −2.86 −4.38 p-value t

1% 3.15 4.43 −3.43 −4.99 0.000*** 0.002**

Note: *, **, and ***, respectively, represent statistical significance at 10%, 5%, and 1% levels. The respective significance levels suggest the rejection of the null hypothesis of no cointegration. The

optimal lag length on each variable is chosen by Schwarz’s Bayesian information criterion (SBIC).

TABLE 7 Diagnostic statistics tests.

Diagnostic statistics tests X2 (p values) Results

Breusch Godfrey LM test .3712 No problem with serial correlations

Breusch–Pagan–Godfrey test .2010 No problem of heteroscedasticity

ARCH test .4837 No problem of heteroscedasticity

Ramsey RESET test .3183 Model is specified correctly

Jarque–Bera test .1715 Estimated residuals are normal

Source: Authors’ calculations.
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eco-friendly technological innovation supporting efficient energy
utilization and facilitating renewable energy sources at cheaper
costs, thus, leading to minimum carbon emissions in South Africa.
Technological innovations improve South Africa’s environmental
quality through the following ways: i) setting up of end-of-pipe
technology crucial for the reduction of carbon emissions, ii) use of
production technologies that are more energy efficient, and ii) changes
in the fuel mix. Innovations in technology through these channels lead
to an increase in energy efficiency, which substantially improves
environmental quality in the country. Meanwhile, South Africa’s
enormous investments in R&D and changes in technology are
among the reasons why innovations in technology have immensely
contributed to improving the country’s environmental quality.
Moreover, as part of the major key to mitigating the growing levels
of carbon emissions, South Africa has implemented several policies
aimed at developing robust technologies, which are crucial to
minimizing the intensity of emissions from production processes
and other economic activities connected to high levels of emissions.
Sohag et al. (2015) illustrated that technological innovation creates an
avenue that permits a reduction in energy consumption, facilitates

energy efficiency, and substantially reduces carbon emissions. Our
findings align with those of Ojekemi et al. (2022), who showed how
technological innovation helped the BRICS economies cut
consumption-based carbon emissions (CCO2) between 1990 and
2018. Equally, Awosusi et al. (2022b), who examined how
technological innovation contributes to environmental
sustainability in South Africa, discovered that technological
innovation had improved environmental quality between 1982 and
2017. Similar findings were reached by Ibrahim and Vo (2021), who
showed that, in the case of large developing market nations, technical
innovation helps enhance environmental quality. Likewise, Destek
and Manga (2021) found that technological innovation reduces
carbon emissions over the period 1995–2016 for Big Emerging
Market (BEM) countries. Similar results were obtained by An et al.
(2021) for belt and road host countries, Guo et al. (2021) for Asian
countries, Baloch et al. (2021) for OECD countries, Shan et al. (2021)
for Turkey, Yang et al. (2021) for BRICS economies, Anser et al. (2021)
for EU countries, Erdogan (2021) for BRICS economies, Töbelmann
and Wendler (2020) for EU countries, Rafique et al. (2020) for BRICS
economies, Ibrahiem (2020) for African countries, Ahmad and Raza
(2020) for America, Zameer et al. (2020) for Asian countries, Godil
et al. (2020) for Pakistan, Khan A. et al. (2020) for BRICS economies,
Ngepah and Udeagha (2019) for Sub-Saharan African countries, and
Altinoz et al. (2021) for big emerging market countries. However, the
findings contradict Usman and Hammar (2021), who revealed that
technological innovation increases carbon emissions over the period
1990–2017 in the case of Asia Pacific Economic Cooperation. Similar
results were found by Dauda et al. (2021) for African countries, Arshad
et al. (2020) for South and Southeast Asian region, Khattak et al.
(2020) for BRICS economies, Demir et al. (2020) for Turkey,
Villanthenkodath and Mahalik (2020) for India, and Faisal et al.
(2020) for big emerging market countries.

For energy consumption (InEC), the estimated coefficients in the
short and long run are statistically significant and positive, suggesting
that energy consumption considerably contributes to increasing CO2

emissions in South Africa. Coal consumption as a major source of
energy use in South Africa, although it is crucial to support production
and enhance economic development, is a major contributor to the
deterioration of environmental quality as South Africa is the seventh
biggest country that heavily consumes coal to meet energy demand
(World Bank 2021). It is observable that a 1% increase in energy
consumption raises CO2 emissions by 0.274% in the long run. South
Africa heavily depends on the energy sector, where coal consumption
is dominant in production activity. Almost 77% of the primary energy
supply and 93% of electricity production are from coal reserves in
South Africa (Udeagha and Breitenbach, 2021). Due to the continuous
rise in energy demand in South Africa, CO2 emissions have
significantly increased over the years, which have severe
implications for the environment and are a significant contributor
to global climate change. Our empirical evidence is supported by
Adebayo et al. (2021a), who found that energy consumption triggers
CO2 emissions in South Korea. Similarly, Aslan et al. (2021) found that
energy consumption deteriorates environmental quality in
17 Mediterranean countries. Doğanlar et al. (2021) reported that
energy consumption escalates CO2 emissions in Turkey. Likewise,
Hongxing et al. (2021) concluded that energy consumption increases
carbon emissions for 81 Belt and Road Initiative (BRI) economies.
Furthermore, Hu et al. (2021) found that aggregate energy
consumption increases carbon emissions in Guangdong, China.

TABLE 8 Dynamic ARDL simulations analysis.

Variable Coefficient St. error t-value

Cons −1.2804 1.2810 −0.90

InSE 0.1339*** 0.1813 4.56

Δ InSE 0.1914*** 0.2714 2.71

InTE −0.4057** 0.8241 −2.30

Δ InTE −0.2371 0.1413 −1.73

InPPPI 0.1182*** 0.2152 3.36

Δ InPPPI 0.2031** 0.1031 2.60

InTECH −0.3298*** 0.5873 −3.22

Δ InTECH −0.1304** 0.0694 −2.61

InEC 0.1713*** 0.1765 3.90

Δ InEC 0.3906* 0.1717 1.94

InFDI 0.2064 0.0812 1.13

Δ InFDI 0.1846** 0.2650 2.52

InOPEN 0.0883*** 0.0482 5.30

Δ InOPEN −0.2043** 0.0571 −2.51

InIGDP 0.2429** 0.1572 2.12

Δ InIGDP 0.4308 0.2303 0.22

ECT (-1) −0.7313*** 0.1282 −3.01

R-squared 0.8845

Adj R-squared 0.8713

N 55

P val of F-sta 0.0000***

Simulations 1,000

Source: Authors’ calculations.

Note: *, **, and *** denote statistical significance at 10%, 5%, and 1% levels, respectively.
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Our results are contrary to those found by Ponce and Khan (2021),
Khan et al. (2021c), Hao et al. (2021), Irfan (2021), and Baye et al.
(2021), who observed that energy consumption improves
environmental quality.

The short-run estimated coefficient on foreign direct investment
(InFDI) is statistically significant and positive. However, the estimated
value for the long run, although positive, is insignificant. Therefore,
our results suggest that an upsurge in FDI leads to worsening
environmental decay in South Africa. The results support evidence
of the “pollution have hypothesis” for South Africa. As South Africa
has a comparative advantage in the export and production of dirty
products, this has massively attracted FDI inflows, which considerably
contribute to worsening the country’s environmental condition. The
detrimental effect of FDI on South Africa’s environment suggests that
FDI inflows enable the country to become one of the “havens” for the
highly intensive-pollution industries of the world. Our results are
consistent with the findings of Copeland and Taylor (2013), who
argued that the highly polluting industries which produce dirty goods
have migrated to less developed nations, thereby transferring the
pollution problems of the developed nations to these poor

countries, and this immensely contributes to worsening their
existing environmental decay. Moreover, owing to ineffective
environmental standards and corrupt institutions, South Africa has
become dirtier as the country specializes in the production of dirty
goods that significantly escalate the growing levels of environmental
dilapidation. FDI inflows have indeed facilitated the transformation of
South Africa into a highly polluted factory of the world, which exports
much of what it produces back to the global markets. This empirical
evidence reflects the true nature of the South African economy, which
is known to be among the fast-emerging economies in Africa. Thus,
the policymakers and the stakeholders need to do more to ensure that
foreign investors adopt updated, greener, and cleaner technologies to
shift from non-renewable energy sources to renewable or less carbon-
intensive ones to ensure proficiency in the production processes.
Meanwhile, the substitution of non-renewable energy types with
alternative sources, such as solar power, will considerably reduce
CO2 emissions in South Africa. This will ultimately promote
lasting value for reductions of GHG emissions and constantly
support the establishment of new technologies, which improve
South Africa’s environmental condition and safeguard the global

FIGURE 1
Impulse response plot for scale effect (economic growth) and CO2 emissions. An increase and a decrease of 10% in scale effect and its effect on CO2

emissions, where dots denote the average prediction value. The dark blue to light blue lines show 75%, 90%, and 95% confidence intervals, respectively.

FIGURE 2
Impulse response plot for technique effect and CO2 emissions. An increase and a decrease of 10% in technique effect and its effect on CO2 emissions,
where dots denote the average prediction value. The dark blue to light blue lines show 75%, 90%, and 95% confidence intervals, respectively.
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FIGURE 3
Impulse response plot for public–private partnership investment (PPPI) in energy and CO2 emissions. An increase and a decrease of 10% in PPPI and its
effect on CO2 emissions, where dots denote the average prediction value. The dark blue to light blue lines show 75%, 90%, and 95% confidence intervals,
respectively.

FIGURE 4
Impulse response plot for energy consumption and CO2 emissions. An increase and a decrease of 10% in energy consumption and its effect on CO2

emissions, where dots denote the average prediction value. The dark blue to light blue lines show 75%, 90%, and 95% confidence intervals, respectively.

FIGURE 5
Impulse response plot for foreign direct investment and CO2 emissions. An increase and a decrease of 10% in foreign direct investment and its effect on
CO2 emissions, where dots denote the average prediction value. The dark blue to light blue lines show 75%, 90%, and 95% confidence intervals, respectively.
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FIGURE 6
Impulse response plot for industrial value-added and CO2 emissions. An increase and a decrease of 10% in industrial value-added and its effect on CO2

emissions, where dots denote the average prediction value. The dark blue to light blue lines show 75%, 90%, and 95% confidence intervals, respectively.

FIGURE 7
Impulse response plot for trade openness and CO2 emissions. An increase and a decrease of 10% in trade openness and its effect on CO2 emissions,
where dots denote the average prediction value. The dark blue to light blue lines show 75%, 90%, and 95% confidence intervals, respectively.

FIGURE 8
Impulse response plot for technological innovation and CO2 emissions. An increase and a decrease of 10% in technological innovation and its effect on
CO2 emissions, where dots denote the average prediction value. The dark blue to light blue lines show 75%, 90%, and 95% confidence intervals, respectively.
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environment. Our results reciprocate the findings of Abdouli and
Hammami (2017), who drew a similar conclusion in the case of
MENA countries that FDI has contributed enormously to increase
CO2 emissions, and there is evidence of the pollution haven
hypothesis. These empirical findings are further supported by

Udeagha and Ngepah (2021, 2020), Muhammad et al. (2021),
Khan et al. (2020), Shahbaz et al. (2018), Paramati et al. (2016),
Lee (2013), Ming Qing and Jia (2011), Haisheng et al. (2005),
Tamazian and Rao (2010), Shahbaz et al. (2014), Ren et al. (2014),
Seker et al. (2015), Naz et al. (2019), Gorus and Aslan (2019), and

TABLE 9 Frequency-domain causality test.

Direction of causality Long term Medium term Short term

ωi�0.05 ωi�1.50 ωi�2.50

InSE → InCO2 <7.21> <7.30> <8.56>

(0.01)** (0.01)** (0.01)**

InTE → InCO2 <5.49> <5.29> <5.03>

(0.06)* (0.03)** (0.02)**

InOPEN →InCO2 <7.84> <7.83> <6.38>

(0.00)*** (0.00)*** (0.01)**

InEC → InCO2 <5.12> <6.49> <6.73>

(0.08)* (0.04)** (0.03)**

InFDI → InCO2 <8.20> <8.08> <8.62>

(0.01)** (0.03)** (0.00)***

InTECH→InCO2 <4.84> <5.14> <7.83>

(0.06)* (0.04)** (0.02)**

InPPPI → InCO2 <4.20> <6.71> <6.01>

(0.06)* (0.05)** (0.02)**

InIGDP → InCO2 <5.46> <8.82> <8.89>

(0.07)* (0.00)** (0.00)**

Source: Authors’ calculations.

Note: *, **, and *** denote statistical significance at 10%, 5%, and 1% levels, respectively.

FIGURE 9
Plot of cumulative sum of recursive residuals (CUSUM).

FIGURE 10
Plot of cumulative sum of squares of recursive residuals
(CUSUMSQ).

Frontiers in Environmental Science frontiersin.org18

Udeagha and Ngepah 10.3389/fenvs.2022.1044605

https://www.frontiersin.org/journals/environmental-science
https://www.frontiersin.org
https://doi.org/10.3389/fenvs.2022.1044605


Hanif et al. (2019). However, the findings contradict Joshua et al.
(2020) and Omri et al. (2014).

The estimated coefficient on trade openness (InOPEN) for the
long run is statistically significant and positive, suggesting that an
upsurge in trade openness by 1% increases CO2 emissions by
0.08%. This outcome is consistent with Baek et al. (2009), who
suggested that trade openness significantly contributes to
worsening the environmental conditions in developing
countries. Our empirical evidence suggests that openness to the
international goods market is not environmentally friendly in
South Africa, especially in the long run. This is unlike the
short-run results, which show that trade openness can
contribute immensely to improving the country’s environmental
quality. Meanwhile, the detrimental effect of openness on the
environmental quality of South Africa in the long run
undeniably reiterates the concern against further trade
liberalization in the country. The type of products forming the
bulk of country’s exports is part of the possible reason that could
explain why trade openness impedes the environment. For
instance, because the country has a comparative advantage in
the export and production of natural resource-intensive goods
such as forest products, antimony, tin, copper, manganese
minerals, phosphates, vanadium, rare earth elements, natural
gas, nickel, iron ore, nickel, coal, chromium, diamond,
platinum, and gold, a rise in demand of these products will
certainly lead to worsening South Africa’s environmental
condition. Harvesting these products continuously to meet the
growing international markets significantly deteriorates South
Africa’s environmental quality. Moreover, our findings could be
explained by the theoretical framework of Lopez (1994) that
energy-based activities that consume a high amount of energy,

mainly driven by trade liberalization, such as transportation and
manufacturing, produce pollution. Additionally, our results are
consistent with the pollution haven hypothesis by Taylor (2004)
that developing countries, such as South Africa, have a comparative
advantage in pollution-intensive production while developed ones
have a comparative advantage in producing clean products
(Wagner, 2010). Therefore, developed countries tend to transfer
pollution to developing countries via international trade (Cole,
2004; Wagner, 2010). Our empirical evidence is also supported by
and aligned with the results of Khan and Ozturk (2021), suggesting
that developing countries tend to release a high number of
pollutants due to relying on dirty industries. Our findings are in
line with those of Awosusi AA. et al. (2022), who discovered that
trade openness had an adverse influence on Uruguay’s
environment between 1980 and 2018. Similar conclusions were
reached by Khan et al. (2021), who suggested that trade openness is
injurious and has extensively contributed to worsening the
environmental condition in Pakistan. This empirical evidence is
further corroborated by Ibrahim and Ajide (2021a), who found that
trade openness contributes to increasing CO2 emissions in G-7.
Similar results were observed by Van Tran (2020), who showed that
trade openness worsens the environmental condition in
66 developing economies. The negative view of the
environmental impacts of trade openness is in line with the
conclusions reached by Aydin and Turan (2020) and Ali et al.
(2020), who found that trade has a harmful effect on environmental
quality through releasing carbon dioxide emissions. Similar results
were found by Ngepah and Udeagha (2019) for the African region
and Ngepah and Udeagha (2018) for sub-Saharan Africa. However,
our findings contradict Ibrahim and Ajide (2021b), Ibrahim and
Ajide (2021c), and Ding et al. (2021), who found that higher trade

TABLE 10 Gregory–Hansen test of cointegration with regime shifts: model: change in level.

Test Statistic Breakpoint Date 1% 5% 10%

ADF −5.31*** 39 1996 −5.23 −4.40 −4.25

Zt −3.75 38 1995 −6.23 −5.40 −5.25

Za −20.82 38 1995 −53.20 −25.58 −22.71

Gregory–Hansen test of cointegration with regime shifts: model: change in level and trend

ADF −5.64** 28 1993 −5.98 −5.21 −5.05

Zt −5.01 46 2008 −5.98 −5.21 −5.05

Za −25.36 46 2008 −58.72 −30.41 −27.10

Gregory–Hansen test of cointegration with regime shifts: model: change in regime

ADF −5.77** 35 1993 −6.14 −5.48 −5.30

Zt −4.98 34 1994 −6.14 −5.48 −5.30

Za −36.53 34 1994 −50.82 −47.50 −39.51

Gregory–Hansen test of cointegration with regime shifts: model: change in regime and trend

ADF −5.71* 35 1993 −6.30 −5.98 −5.58

Zt −5.23 34 1994 −6.30 −5.98 −5.58

Za −30.63 34 1994 −58.61 −45.44 −40.35

Source: Authors’ calculations.

Note: *, **, and *** denote statistical significance at 10%, 5%, and 1% levels, respectively.
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openness contributes to improving environmental quality in G-20
countries, 48 sub-Saharan African countries, and G-7 economies,
respectively. Similar results were obtained by Udeagha and
Breitenbach (2021) for SADC countries.

The long-run estimated coefficient on the industrial value-added
share of GDP (InIGDP) is statistically significant and positive,
showing that industrial sector growth significantly contributes to
the deterioration of South Africa’s environmental quality in the
long run. The growing industrial sector in South Africa is
primarily responsible for an upward trend of CO2 emissions. Over
the years, South Africa has adopted several policies to pursue
structural transformation and industrialization to reduce poverty
and ensure inclusive growth. Structural transformation of the
economy from low-productivity agriculture to high-productivity
industrialization is seen as a requisite for sustainable economic
growth, job creation, and poverty reduction. However, the growing
industrial sector in South Africa has brought about an upward trend of
CO2 emissions. The large-scale industrialization and associated
environmental alteration and its impact on biodiversity threaten

human existence through basic necessities, recreation, and
ecological functions. It is evident that pollution from various
sources, particularly from industries, has a negative impact on the
environment, is irreversible in nature, and causes the extinction of
species resulting in the loss of unique genetic resources of great use.
Our findings are consistent with those of Al Mamun et al. (2014) and
Sohag et al. (2017), who observed that the thriving industrial sectors
are primarily responsible for an upward trend of CO2 emissions.
Moreover, Tian et al. (2014) stated that heavy manufacturing is the
source of CO2 emissions at the domestic level. Our results are further
supported by Cherniwchan (2012), Hossain (2011), Poumanyvong
and Kaneko (2010), Nejat et al. (2015), Asane-Otoo (2015), Al-Mulali
and Ozturk (2015), Lin et al. (2009), Garcia and Von Sperling (2010),
Shahbaz and Lean (2012), and Li and Xia (2013). However, the
findings contradict Lin et al. (2015), who suggested no evidence
that industrial sector growth increases carbon emissions in Nigeria.
Similar studies (Shahbaz et al., 2014; Shafiei and Salim, 2014; Zhou
et al., 2013; Xu and Lin, 2015; Zhang and Lin, 2012; Dhami et al., 2013;
Ahuti, 2015; Kavzo lu, 2008; Lin et al., 2017;Wang et al., 2014; Shahbaz
et al., 2015; Ewing and Rong, 2008) found evidence that industrial
sector growth reduces CO2 emissions.

The error correction term (ECT) captures the speed of
adjustment. Its estimated value is statistically significant and
negative, confirming that a steady long-run relationship exists
among the variables under review. The ECT estimated value
of −0.731 suggests that, in the long run, 73% of disequilibrium
is corrected. The R-squared value shows that 88% of variations in
CO2 emissions are brought about by the explanatory variables
used in this work. The estimated p-value of F-statistics suggests
that the model is a good fit.

While keeping other explanatory variables constant, the dynamic
ARDL simulations automatically plot the forecasts of actual regressor
change and its impact on the dependent variable. The effect of
explanatory variables, that is, scale effect, technique effect, PPPI,
technological innovation, trade openness, energy consumption,
foreign direct investment, and industrial value-added on CO2

emissions, is forecasted to increase and decrease by 10% in South Africa.
Figure 1 shows the impulse response plot of the relationship between

the scale effect (economic growth) andCO2 emissions. The plot captures the
transition of scale effect and its impact onCO2 emissions. A 10% increase in
scale effect denotes a positive effect of economic growth on CO2 emissions
in the short and long run. However, a 10% decrease in scale effect implies a
negative influence of economic growth onCO2 emissions, but the impact of
a 10% increase is higher than a 10%decrease in scale effect. This implies that
an increase in scale effect (economic growth) contributes to the
deterioration of the environmental quality, whereas a decrease in scale
effect improves the environmental condition in both the short and long run
in South Africa.

Figure 2 illustrates the impulse response plot of the technique effect and
CO2 emissions in SouthAfrica. The technique effect graphdemonstrates that
a 10% increase is closely associated with a negative influence on CO2

emissions in the long and short run. However, a 10% decrease has a
positive effect on CO2 emissions in the long and short run. This
suggests that an increase in the technique effect (square of
economic growth) improves the environmental quality, but a
decrease in the technique effect deteriorates the environmental
condition in both the short and long run in South Africa.

Figure 3 shows the impulse response plot between public–private
partnership investment in energy and CO2 emissions in South Africa.

TABLE 11 Dynamic ARDL simulations analysis.

Variable Coefficient St. error t-value

Cons −1.2715 1.2520 −0.51

D93 0.0215 0.0813 1.21

InSE 0.1314*** 0.1751 4.51

Δ InSE 0.1957*** 0.2784 2.91

InTE −0.4027** 0.8283 −2.50

Δ InTE −0.2305 0.1429 −1.71

InPPPI 0.1164*** 0.2104 3.63

Δ InPPPI 0.2031** 0.1031 2.79

InTECH −0.3298*** 0.5873 −3.15

Δ InTECH −0.1304** 0.0694 −2.73

InEC 0.1713*** 0.1765 3.41

Δ InEC 0.3906* 0.1717 1.63

InFDI 0.2005 0.0812 1.07

Δ InFDI 0.1802** 0.2650 2.63

InOPEN 0.0804*** 0.0432 5.02

Δ InOPEN −.2015** 0.0583 −2.03

InIGDP 0.2416** 0.1561 2.12

Δ InIGDP 0.4321 0.2351 0.22

ECT (-1) −0.7374*** 0.1205 −3.01

R-squared 0.8831

Adj R-squared 0.8768

N 55

p-value of F-sta. 0.0000***

Simulations 1,000

Source: Authors’ calculations.

Note: *, **, and *** denote statistical significance at 10%, 5%, and 1% levels, respectively.
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The graph reveals that a 10% increase in public–private partnership
investment in energy has a positive influence on CO2 emissions in the
long and short run. However, a 10% decrease in public–private
partnership investment in energy brings about a negative effect on
CO2 emissions in the long and short run. This suggests that an increase
in public–private partnership investment in energy deteriorates South
Africa’s environmental quality, whereas a decrease in public–private
partnership investment in energy improves South Africa’s
environmental condition in both the short and long run.

Figure 4 shows the impulse response plot of the relationship
between energy consumption and CO2 emissions. The plot
capturing the energy consumption impact on CO2 emissions shows
that a 10% increase in energy consumption has a positive impact on
CO2 emissions in the short and long run; however, a 10% decrease in
energy consumption has a negative influence on CO2 emissions. This
implies that an increase in energy consumption contributes to the
deterioration of the environmental quality, whereas a decrease in
energy consumption improves the environmental condition in the
short and long run in South Africa.

Figure 5 illustrates the impulse response plot of foreign direct
investment and CO2 emissions in South Africa. The foreign direct
investment graph demonstrates that a 10% increase in foreign direct
investment is closely associated with a positive influence on CO2

emissions in the long and short run. However, a 10% decrease has a
negative effect on CO2 emissions in the long and short run. This
suggests that an increase in foreign direct investment deteriorates the
environmental quality in the short and long run in South Africa.

Figure 6 presents the impulse response plot of the relationship
between industrial value-added and CO2 emissions. The plot shows
that a 10% increase in industrial value-added has a positive impact on
CO2 emissions in the short and long run. However, a 10% decrease in
industrial value-added has a negative influence on CO2 emissions.
This suggests that an increase in industrial value-added contributes to
the deterioration of the environmental quality, whereas a decrease in
industrial value-added improves the environmental condition in both
the short and long run in South Africa.

Figure 7 displays the impulse response plot connecting the
relationship between trade openness and CO2 emissions. The plot
shows that a 10% increase in trade openness positively influences CO2

emissions in the long run, but it negatively affects it in the short run. In
contrast, a 10% decrease in trade openness has a negative influence on
CO2 emissions in the long run but a positive effect in the short run. This
suggests that an increase in trade openness improves South Africa’s
environmental quality in the short run but deteriorates it in the long run.
However, a decrease in trade openness has a beneficial impact on South
Africa’s environment in the long but deteriorates it in the short run.

In Figure 8, the impulse response plot between technological
innovation and CO2 emissions in South Africa is presented. The graph
reveals that a 10% increase in technological innovation has a negative
influence on CO2 emissions in the long and short run. However, a 10%
decrease in technological innovation has a positive effect on CO2 emissions
in the long and short run. This suggests that an increase in technological
innovation improves South Africa’s environmental quality, whereas a
decrease in technological innovation deteriorates the environmental
condition in the short and long run in South Africa.

This work also uses the frequency domain causality test proposed by
Breitung and Candelon (2006) to explore the causality between InSE,
InTE, InPPPI, InTECH, InEC, InFDI, InOPEN, InIGDP, and InCO2 in
South Africa. Table 9 shows that InSE, InTE, InPPPI, InTECH, InEC,

InFDI, InOPEN, and InIGDP Granger-cause InCO2 in the short,
medium, and long run for frequencies ωi � 0.05, ωi � 1.50,ωi � 2.50.
This implies that InSE, InTE, InPPPI, InTECH, InEC, InFDI, InOPEN,
and InIGDP significantly affect CO2 emissions in the short, medium, and
long term in South Africa. Our empirical evidence is compatible with the
findings of Udeagha and Ngepah (2019), Sohag et al. (2017), and Al
Mamun et al. (2014).

This study further applies the tests for structural stability evaluation of
the model to check for robustness. To this end, the cumulative sum of
recursive residuals (CUSUM) and the cumulative sum of squares of
recursive residuals (CUSUMSQ) proposed by Pesaran and Pesaran
(1997) are used. Figure 9 and Figure 10 (see Appendix) present visual
representations of CUSUM and CUSUMSQ. Conventionally, there is
stability of model parameters over time if plots are within a critical
bound level of 5%. Therefore, based on the model trend shown in
Figures 9 and 10, as CUSUM and CUSUMSQ are within the
boundaries at a 5% level, we can conclude that the model parameters
are stable over time.

4.7 Robustness check

This study examines the impact of structural breaks in the dataset
to perform robustness tests on the estimated parameters. The
cointegration results (see Table 10 in the Appendix) indicate that
the data contain structural breaks, which the research considers while
estimating the model. A dummy variable (D1993) is created for the
structural break year of 1993 to account for the possibility of such
breaks occurring in the variables. Table 11 (see Appendix) shows that
the existence of a structural break is not statistically significant.
Therefore, the model is unaffected by the structural breaks.

5 Conclusion and policy implications

5.1 Conclusion

In recent decades the sustainability of economic growth has become a
critical objective formostworld economies. In order to achieve this objective,
it is necessary to stabilize or reduce greenhouse gas emissions, which involves
transitioning to a low- or zero-carbon production system. Capital is an
essential foundation for the economy in the process of low-carbon
transformation, and low-carbon investment is an important part of it.
Within this framework, innovation has emerged as a key factor in achieving
an efficient energy market and, at the same time, ensuring the sustainable
development of any economy. This country-specific study investigates the
dynamic relationship between public–private partnership investment
(PPPI) in energy and CO2 emissions for South Africa over the period
1960–2020 by using the recently developed novel dynamic ARDL
simulations model proposed by Jordan and Philips (2018) that can
estimate, simulate, and plot to predict graphs of (positive and negative)
changes in the variables automatically, as well as their short- and long-run
relationships. Using this approach permits us to identify the positive and
negative relationships between economic growth (proxied by scale effect),
the square of economic growth (represented by technique effect), PPPI,
technological innovation, energy consumption, foreign direct investment,
trade openness, industrial value-added, and carbon emissions for South
Africa, thereby overcoming the limitations of the simple ARDL approach in
earlier studies. For robustness check, the study uses the frequency domain
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causality (FDC) approach, the robust testing strategy suggested by Breitung
and Candelon (2006), which permits us to capture permanent causality in
the medium, short, and long term among variables under consideration.
This study further contributes to the empirical literature by employing an
innovative measure of trade openness proposed by Squalli and Wilson
(2011) to capture trade share in GDP and the size of trade relative to the
global trade for South Africa. The study uses the Dickey–Fuller GLS (DF-
GLS), Phillips–Perron (PP), Augmented Dickey–Fuller (ADF), and
Kwiatkowski–Phillips–Schmidt–Shin (KPSS) unit root tests to conduct a
stationarity test on the variables to ascertain their order of integration.
Furthermore, the Narayan and Popp structural break unit root test is used
since empirical evidence shows that the structural breaks are persistent such
that many macroeconomic variables, such as CO2 emissions, trade
openness, and technological innovation, are affected by the structural
breaks. The revelations from all the tests show that the data series are
integrated into order one, that is, I (1), and there is no evidence of any I (2).
SBIC is utilized to identify the optimal lag length. For South Africa, our
empirical results reveal that an upsurge in scale effect worsens the
environmental condition, whereas an increase in technique effect is
environmentally friendly. This empirical evidence implies that the scale
effect representing economic growth deteriorates environmental quality,
whereas the technique effect has a mitigating effect on the environment.
Therefore, findings suggest that the EKC hypothesis holds in the case of
South Africa, where real income grows until a certain threshold level,
whereas CO2 emissions start to decline. In the initial stage of economic
growth, the environmental quality decreases, whereas after reaching the
optimum level, environmental quality starts improving in South Africa.
This supports the inverted U-shaped relationship between economic
growth and environmental quality. The findings are justifiable for South
Africa and associated with structural change and technological
advancement in the country. Environmental awareness increases among
the people as income grows, so environmental regulations are enforced to
use energy-efficient technologies to mitigate pollution. Trade openness,
foreign direct investment, industry value-added, and energy consumption
deteriorate environmental quality. The FDC results also reveal that scale
effect, technique effect, PPPI, technological innovation, energy
consumption, foreign direct investment, trade openness, industrial value-
added Granger-cause carbon emissions in the medium, long, and short
term, suggesting that these variables are important to influence CO2

emissions for the case of South Africa.
In addition, regarding the relationship between public–private

partnership investment in energy and CO2 emissions, our empirical
results show that in the short and long run, higher public–private
partnership investment in energy contributes to increasing CO2

emissions in South Africa. The reason behind this positive
interconnection is that public–private partnership investment in
energy is strongly connected to non-renewable energy sources that
raise carbon emissions.

5.2 Policy implications

In light of our empirical evidence, the following policy considerations
are suggested. i) South Africa’s government and policymakers should take
further initiatives to ensure the implementation of policies, which enable the
change from non-renewable energy sources to renewable ones to promote
efficiency in the production processes (Udeagha and Muchapondwa,
2022b) and curtail CO2 emissions in South Africa. ii) Since South
Africa has many manufacturing industries whose economic activities

contribute significantly to increasing the country’s levels of emissions,
more investments in R&D by the government and manufacturing
industries will be crucial to further minimize the growing levels of
carbon emissions. iii) South African government should formulate robust
policies aimed at imposing high tax brackets on high-polluting industries to
force them to adopt clean, greener, and updated technologies and invest
more in R&D, patenting, and less-polluting technologies. iv) A gradual drift
from coal-intensive energywhich is environmental unfriendly energywhich
drives a significant part of the South African economy to move to cleaner
energy sources such as renewables like wind energy, solar, and photovoltaic
energy which are reputed to be cleaner and more eco-system friendly. v)
International teamwork to improve environmental quality is immensely
critical to solving the growing transboundary environmental decay and
other associated spillover consequences. In light of this, the government
should work together to build robust global teamwork with other countries
to share technology. vi) The need to reinforce the commitment to local and
international environment treaties is encouraged for the South African
economy to set the economy on the path of economic growth. This is
because achieving economic expansionwill, in turn, promote thewell-being
of South Africans, as economic growth means improvement in the
standard of living. Thus, this study suggests that the quest for economic
expansion should be carefully managed to minimize environmental decay;
otherwise, in the future, the negative consequences of economic prosperity
will pose a serious environmental danger through degradation, which by
extension, could undue its developmental path. vii) The government should
incorporate comprehensive environmental chapters into the country’s
trade agreement policies to enable a transition into a low-carbon
economy and greener industries, thus encouraging the production of
cleaner products. vi) Lastly, trade policy reform could be supported by
other developmental policies to ensure long-lasting value for reductions of
carbon emissions and continuously enable the development of new
technologies that can boost the country’s environmental quality and
protect the global environment.

5.3 Limitations and potential future study
areas

In the instance of South Africa, the current analysis produced strong
empirical results, although it had several shortcomings that may be
considered in further research. The limited availability of the data
outside of the sample period, which limits the span of the time series
analysis used, is one of the investigation’s primary limitations. Future
research utilizing other econometric methods or micro-disaggregated
pertinent data may focus on other emerging economies. Additional
growth-related elements that were not considered in this study, such as
institutional quality and natural resources, can be examined in future
research. However, CO2 emissions were used in this study as a gauge of
environmental damage. Additional research is required to determine
whether consumption-based carbon emissions, other metrics of carbon
footprints, such as chlorofluorocarbons, volatile organic compounds,
hydrocarbons, unburned hydrocarbons, ground-level gaseous pollutants,
sulfur compounds, and other short-lived climatological shocks, are better
indicators of environmental contamination in South Africa. The current
study uses CO2 emissions as a representation of biodiversity loss, although
they are not the main cause of ecological degradation. Future research
should study this connection by considering additional ecological
contamination factors, such as water pollution and hazardous
contaminants. By combining time series data with panel estimate
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techniques, further research may compare country-specific results to
generic panel outputs using a more complicated methodology. This can
assist in illuminating the existing evidence by providing a comparative
analysis of the findings of this inquiry. The investigation’s narrow review of
only one country is another significant issue. Therefore, for a wider
perspective, future studies should investigate the moderating influence of
PPPI on environmental quality through economic development, trade
openness, and foreign direct investment.
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