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We take the return on equity of energy enterprises as the research object to
predict it. Our research adopts a new framework to solve multivariable time series
problems. Compared to a single regression model, this model focuses more on
the results of the regression equation rather than the coefficients of each
indicator. Compared to the single machine learning regression method, this
model can use the two-way encoder representation of the Transformers
model to embed text data into the data, and then use the XGBoost model for
regression model processing after PCA dimensionality reduction processing,
thereby improving the accuracy of model prediction. Comparative experiments
have verified that the method we use has advantages in terms of prediction
accuracy.
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1 Introduction

The energy industry, which belongs to the basic industry of the national economy, is an
important field of enterprise reform. At this stage, the equity operation matters faced by
energy enterprises are gradually increasing, which puts forward higher requirements for the
ability and level of equity management of such enterprises. In the actual operation process of
energy enterprises, equity factors are at the forefront of several factors affecting the return on
equity (ROE).

Energy enterprises are very interested in predicting the performance of the next year
based on the previous annual performance and taking it as the basis for the prediction and
decision making. As an important indicator of enterprises, it is very important for energy
enterprises to be able to predict and correct. As an indicator to measure the operating
efficiency of energy enterprises, the ROE reflects not only a simple number but also the
problems reflected behind it through the superficial meaning of the number. Therefore, this
article proposes a prediction model to achieve the aforementioned situation.

Judging whether a company’s operation is good or bad depends on its return on net
assets, not on the growth of earnings per share. At the moment, there are several aspects in
the study of enterprise performance. With the growth of enterprises and the complexity of
ownership structure, there is a gradual study of performance from the aspect of equity.

When we talk about time series modeling, we usually refer to ARIMA, VAR, LSTM, and
other models. The aforementioned models can usually achieve good results in dealing with
single-variable time series problems, but they often perform poorly in the face of
multivariable modeling. From the data analysis, we can see that this task is not a typical
time series problem, but a multivariable time series problem. In order to make eXtreme
Gradient Boosting (XGBoost) (Chen and Guestrin, 2016) available for time series prediction,
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the time series dataset should be first transformed into a supervised
problem so that the time series dataset can also be used for
supervised learning.

In the process of model construction, this model uses the
XGBoost model as the main support and combines the main body
with Bidirectional Encoder Representations of Transformers
(BERT) to solve the following three problems: 1) Realizing
accurate prediction of the future economic data trend of the
enterprise. Of course, this part of prediction is based on the
sustainable operation of energy enterprises, excluding the
performance fluctuations of energy enterprises caused by force
majeure. 2) Solving the problem of text variables being used in the
model. To improve the prediction accuracy of this model, we
select as many variables as possible, including text variables. 3)
This model is not only applicable to ROE prediction of energy
enterprises but also universal and can be reasonably used with
other types of enterprises.

2 Literature review

The relationship between equity and performance has always
been the focus of research. At present, in terms of equity research,
there is a close relationship between equity and performance. Zhou
(2018) examined the internationalization strategy of hybrid state-
owned enterprises (SOEs). Nar et al. (2018) examined the
relationship between corporate governance and dividend policy
of Nepalese enterprises. The contribution of Bhattarai (2018) was
to examine the relationship between firm strategy and sustainability
of financial performance of Nepalese Enterprises. Matuszak and
Szarzec (2019) aimed to analyze SOEs in 11 post-socialist
Central–Eastern European (CEE) countries. Chazova and
Mukhina (2019) analyzed the structure of enterprises and
organizations by forms of ownership in Russia. This study was
conducted to determine empirical evidence of the influence of
company characteristics and ownership structure on tax
avoidance in SOEs listed on the Indonesia Stock Exchange (BEI)
in 2013–2016 (Arviyanti and Muiz, 2020). Taking the mixed
ownership reform of Chinese SOEs as the research object, Gao
and Song (2021) analyzed the impact of management ownership on
the performance of mixed ownership enterprises. The objective of
the work of Men and Hieu (2021) was to identify the relationship
between different variables affecting profitability of the firms in the
oil and gas sector in Vietnam. The objective of the work of Roffia
(2021) was to provide new evidence on the relationship between
family involvement and financial performance in small- and
medium-sized enterprises (SMEs). Other influential studies
include the study of Wang and Zhao (2021).

As far as the ROE of enterprises is concerned, the research shows
diversification. The linear regression method is often used in the
study of quantitative relationship. Using performance analysis, So
et al. (2018) examined the cooperation between SOEs and their
suppliers. Otekunrin et al. (2018) used multiple regression analysis
which is limited to the use of data taken from the selected financial
statement. Vlčková et al. (2019) examined the SMEs in the Czech
Republic from the perspective what makes them to adopt telework
using the financial indicators. The aim of the work of Farooq (2019)
was to investigate the effect of inventory turnover on firm

profitability. The subject of the work of Irfan Sauqi et al. (2019)
was to determine the financial effect proxy through current ratio,
debt equity ratio, ROE, return on investment, and net profit margin
against stock price of the company and the like mentioned in BEI.
Decomposition of ROE after return on assets (ROA), return on sales
(ROS), total assets turnover (TAT), and equity multiplier (EM)
provides an analytical framework appropriate for observing factors
that make and influence profitability (Bielienkova, 2020). The
subject of the work of Tho Do (2020) was to empirically
investigate the relationship between capital structure and firm
performance using a sample of Vietnam material enterprises. The
research by Petruk et al.(2020) considered the influence of the capital
structure on the efficiency of communal enterprises of passenger
land transport, and also, they (Ji and Kim, 2020) identified
employment in social enterprises in terms of its quantity and
quality. Taking the mixed ownership reform of Chinese SOEs as
the research object, Gao and Song (2021) analyzed the impact of
management ownership on the performance of mixed ownership
enterprises.

In recent years, the XGBoost model has been widely used in
various fields and has performed well. Yang et al. (2022) aimed to
explore the influence of road and environmental factors on the
severity of freeway traffic crash and establish a prediction model
toward freeway traffic crash severity. XGBoost, AdaBoost, and
Bagging were the employed soft computing techniques (Shen
et al., 2022). The research by Ullah et al. (2022) used four
different ensemble machine learning (EML) algorithms: random
forest, XGBoost, categorical boosting, and light gradient boosting
machine, for predicting EVs’ charging time. Mao et al. (2022)
developed a stacked generalization (stacking)-based incipient
fault diagnosis scheme for the traction system of high-speed
trains. In order to improve the problem of inaccurate results in
non-contact heart rate detection due to a series of movements of the
subject such as breathing, blinking, facial expressions, and noise
generated by changes in ambient light, the signal is processed in
advance using normalization and wavelet denoising, and then, an
XGBoost algorithm based on a Gaussian process (GP)-based
Bayesian optimization method is introduced (Gao et al., 2022).
Sanyal et al. (2022) presented a novel hybrid ensemble
framework consisting of multiple fine-tuned convolutional neural
network (CNN) architectures as supervised feature extractors and
XGBoost trees as a top-level classifier, for patch-wise classification of
high-resolution breast histopathology images. Other influential
works include those of Nguyen et al. (2022), Srinivas and
Katarya (2022), Zhou et al. (2022), and Zhang et al. (2022).

In the study of performance, this article mainly uses the ROE as
a measurement index. In terms of model, the regression model is
usually used for analysis. Regression analysis is usually used to study
the relationship between equity and performance. The advantages of
the regression model are obvious: it can show the significant
relationship between independent variables and different
dependent variables and show the influence intensity of multiple
independent variables on a dependent variable. Regression analysis
also allows comparing and measuring the interaction between
variables of different scales, which is convenient for constructing
the regression model.

This article will try to use XGBoost to model time series.
XGBoost is an effective implementation of gradient lifting for
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classification and regression problems. It is fast and efficient. It can
get good performance in a wide range of prediction modeling tasks.
It can be used to solve time series problems. In order to make
XGBoost available for time series prediction, the time series dataset
needs to be first converted into a supervised learning problem. Here,
the problem is transformed into a supervised problem by using the
sliding time window so that the time series dataset can also be
applicable to supervised learning. The specific idea of constructing
the dataset is as follows: using the data of the first n years of the
enterprise as the feature to predict the ROE in the N + 1 year. In this
way, we can transform the time series problem into a traditional
regression problem. The text data in the dataset are embedded with
the BERTmodel, processed with PCA dimensionality reduction, and
then, processed with the XGBoost regression model.

3 Model building

3.1 Data processing

The purpose of missing value supplement processing is to retain
the existing data as much as possible in the case of insufficient data
samples. However, when making up the data, it should be noted that
it is conditional for the existing data to be insufficient for the missing
value. Equity ratio, separation rate of two rights, net profit growth
rate, and other indicators are continuous in time, and various
indicators will not have major changes under the normal
operation of the enterprise, so they can be supplemented.
Therefore, the K-means clustering method is used to fill in the
adjacent missing data. Because the selected data have strong
consistency in time arrangement, the missing values can be
processed to a certain extent. The missing value processing
method selected in this article is the k-nearest distance method.

The specific method is as follows: first, the Euclidean distance
method or correlation analysis method is used to collect and
calculate the K sample values closest to the missing points, and
then, the weighted average of K numbers is used to estimate the
missing data. The same mean interpolation is a single-value
interpolation. The difference is that the hierarchical clustering
model is used to predict the missing variables, and then, the
average value is used for interpolation.

By setting the training sample ψ, there are m numbers in the
dataset and in ψ(i) and ψ(j), i and j represent the i th and j th
numbers. Each dimension contains Hp defined as

Hp ψ i( ),ψ j( )( ) � ∑m
k�1

ψ i( )
k − ψ

j( )
k

∣∣∣∣∣∣ ∣∣∣∣∣∣p⎛⎝ ⎞⎠1
p

;p≥ 1, (1)

when p = 2, and it represents the Euclidean distance.

Hp ψ i( ),ψ j( )( ) � ∑m
k�1

ψ i( )
k − ψ

j( )
k

∣∣∣∣∣∣ ∣∣∣∣∣∣2⎛⎝ ⎞⎠1
2

. (2)

In fact, the selection of k value has a great impact onmaking up the
missing items. Generally, the value of k is small. The classification
decision rule in the k nearest neighbor method is often majority voting,
so the misclassification rate should be minimized.

By setting the classification function as: f: Rn → C1, C2, . . . , CK.
Then, the misclassification probability is

P σ ≠ f ψ( )( ) � 1 − P σ � f ψ( )( ). (3)
Then, the misclassification rate I is

1
k

∑
ψi∈Nk ψ( )

I � 1− 1
k

∑
ψi∈Nk ψ( )

I � fi � ci( ), (4)

where, Nk(ψ) A is the set of k-nearest neighbor training instance
points and ci is theNk(ψ) area category. Then, the missing data are
supplemented by constructing a KD tree and searching the KD tree,
and the supplemented dataset is recorded.

The maximum age length of the data selected in this article is 18;
that is, the time span of the annual limit is 18 years. All empty data
should be filled after statistics to ensure the maximum rational use of
data. In this data sample, it is classified according to the securities
code and filled with the data of the same company’s adjacent years
according to the aforementioned method. For information similar to
equity, if the company does not publish it, it will be treated as
unchanged.

3.2 Word embedding

When dealing with text non-data information, word embedding
is usually needed. Word embedding is a numerical representation of
text information. Generally, the text will be mapped to a high-
dimensional vector (word vector) to represent the text. Generally
speaking, the text will be transformed into data form. The mapped
label encoding uses a dictionary to associate each category label with
an increasing integer, that is, to generate a label named class the
index of the instance array of.

In all data, industry types have great text characteristics. In this
article, the BERT model is used to obtain the feature expression of
the corresponding text.

With a highly pragmatic method and higher performance, BERT
has attracted much attention because of its most advanced
performance in many natural language processing (NLP) tasks.
BERT has advantages over models such as Word2Vec because
although each word has a fixed representation under Word2vec,
regardless of the context in which the word appears, the word
representation generated by BERT is dynamically represented by the
surrounding words.

The BERT model can be expressed as follows:
The language model of Markov hypothesis (n-gram language

model) is introduced. If n = 1, there are

P w1, w2 . . . . . .wn( ) � P w1( )P w2 w1|( )P w3 w2|( ) . . . . . .P wn wn−1|( ).
(5)

The conditional probability is obtained by maximum likelihood
estimation.

P wn wn−1|( ) � C wn−1, wn( )
C wn − 1( ) . (6)

We set the objective function as
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min∏
w∈C

p w V w( )|( ), (7)

where C represents the corpus and C (W) represents the context of
word W. Let each text generate three vectors Q, K, and V, and then,
the initialization formula is

D R,K,V( ) � S
RKT
dk

√( )V. (8)

The S function means Soft-max.
In R � XθR, K � XθK, and V � XθV, X is the formal length of

text data and θ is the weight matrix. Recalculate score is given by

score � RK. (9)
We normalize

ξ � S
RK
dk

√( ). (10)

By increasing the attention of text recognition through matrix
multiplication,

D � ξV . (11)
Since the Common Language Specification (CLS) of BERT is not

very effective as the expression of phrase, and the next sentence task
is canceled in the later unofficial version, the mean pooling strategy
is adopted as the expression of phrase.

• First, the output vector of CLS position is directly used to
represent the vector representation of the whole sentence

• Second, the mean strategy calculates the average value of each
token output vector to represent the sentence vector

• Third, the max strategy takes the maximum value of
each dimension of all output vectors to represent the
sentence vector

The data are quoted here to highlight the advantages of using the
BERT model. This time, the pre-training model open source by the
Tencent UER-py team is used to code short sentences to obtain
embedded information.

The following is the performance of the model in several different
tasks (Table 1). It should be noted that RoBERTa here is an optimized
version of the BERTmodel, which is basically a replica version of BERT,
so it is usually classified as BERT. Because BERT’s CLS is not very good
as a phrase and the later unofficial versions cancel the task of listing the
next sentence, the mean pooling strategy is used as a phrase.

Pooling strategy: SBERT adds a pooling operation to the output
of BERT/RoBERTa to generate a fixed-size sentence embedding
vector. Three pooling strategies were adopted in the experiment for
comparison.

1. Directly using the output vector of CLS position to represent the
vector of the whole sentence.

2. MEAN strategy: The average value of each token output vector is
calculated to represent the sentence vector.

3. MAX strategy: The maximum value of each dimension of all
output vectors is taken to represent the sentence vector. Specific
values are given in Table 2.

Then, principal component analysis (PCA) was used for
analysis. PCA is a common data analysis method, which is often
used to reduce the dimension of high-dimensional data, and can be
used to extract the main feature components of data. For industry
types, the pre-trained BERT model is used to embed the text, and
then, PCA is used to reduce the dimension.

3.3 PCA dimensionality reduction

Dimensionality reduction of high-latitude data can avoid the
high complexity of the model caused by excessive data dimensions.
Especially for some cases of insufficient sample data, the final trained
model will have poor generalization. Removing the collinearity
between data attributes can optimize the model, reduce the
complexity of the model, reduce the training time of the model,
and improve the robustness and generalization of the model. For
PCA, this process is essentially a lossy feature compression process,
but it is expected to lose as little accuracy as possible and retain the
most original information in the compression process.

By setting text dataset ω, the feature after dimensionality
reduction is A. (A) � 1

m∑m
i (ai − μa)2, and the larger the value,

the better. μa is the mean value of characteristic A. By setting the

TABLE 1 Scores of the BERT model.

Model Score Douban ChnSentiCorp LCQMC TNEWS (CLUE) iFLYTEK (CLUE) OCNLI (CLUE)

RoBERTa-Tiny 72.3 83 91.4 81.8 62 55 60.3

RoBERTa-Mini 75.7 84.8 93.7 86.1 63.9 58.3 67.4

RoBERTa-Small 76.8 86.5 93.4 86.5 65.1 59.4 69.7

RoBERTa-Medium 77.8 87.6 94.8 88.1 65.6 59.5 71.2

RoBERTa-Basel 79.5 89.1 95.2 89.2 67 60.9 75.5

TABLE 2 Pooling strategy score.

Pooling strategy NLI STSb

MIN 80.78 87.44

MAX 79.07 69.92

CLS 79.8 86.62
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data sample as ω �
a1 b1
a2 b2
..
. ..

.

am bm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, the covariance matrix is

1
mω

Tω �
1
m
∑m

i
a2i

1
m
∑m

i
aibi

1
m
∑m

i
aibi

1
m
∑m

i
b2i

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦; by setting Γ for raw data, the

data after PCA meets the requirements Γ= P Γc and c
corresponding matrix:

Γc � 1
m
ΓTΓ

1
m

ωP( )TωP � 1
m
PTXωTωP � PT 1

m
ωTω( )P � PTωcP.

(12)
Because this task contains many influencing factors and the

sample data are time series data, this task does not belong to a typical
time series problem but should be classified as a multivariable time
series problem. In this article, the existing problems will be
transformed into supervised problems by using sliding time
window so that the time series dataset can be suitable for
supervised learning. The text data in the data are embedded with
the BERTmodel, processed with PCA dimensionality reduction, and
then, processed with the XGBoost regression model.

In the process of dimensionality reduction, the data after
dimensionality reduction do not represent the advantages and
disadvantages of the data after dimensionality reduction but reflect
the distance of relevant industries. The reason is that this step extracts
the more important components or key parts of the original data and
maps them to another space. Currently, the performance of the data is
not directly related to the original data, so there are positive and negative
situations. The original data are compressed and transformed in the
original space and mapped to a new space. In essence, it is the original
data, but the form of expression is also different.

At this time, the dataset after defect filling, word embedding, and
dimension reduction is recorded as X; then, X � X, Γ{ }.

3.4 Data scaling

To prevent the model accuracy from being affected by abnormal
data in the data, this article scales the data and limits the ROE to - 1–1.

η � τ Q( )
v Q( ), (13)

where Q is the rate of ROE τ(Q) � ζ − ζ minv(Q) � ζ max − ζ min, η is
a new feature of ROE, and ζ min and ζ max is the minimum and
maximum value before being scaled by the feature, respectively. ζ is
the original eigenvalue. Minmaxscaler can convert each element
(feature) into a given range of values. The estimator scales and
transforms each feature separately so that it is within a given range of
the training set such as in the interval [0, 1].

The conversion method is

Xstd � X −X min axis � 0( )( )
X max axis � 0( )( ) −X min axis � 0( ), (14)

Xscaled � Xstd

max −min( ) +min .

This transformation is often used as an alternative to zero mean,
unit variance scaling. The task is not a typical time series problem,

but a multivariable time series problem. By using sliding time
window representation, time series datasets can be suitable for
supervised learning. The idea of building a dataset is as follows:

First, the “securities code” column is used as the basis for
grouping.

Second, the grouped data are sorted using “deadline.”
Third, the data of the previous n years are used to predict the

“ROE in the N + 1 year.”

3.5 Feature selection

By selecting K Best, all features except the K features with the
highest score are removed, and the function returns the variable
score and p value. The calculation formula of p value is as follows:

Z0 � x − np0( )
np0 1 − p0( )( )√ . (15)

In inferential statistics, hypothesis testing is a very important link.
Through the statistical analysis of SAS and SPSS, it is found that p value
(p value, probability, PR) is another important basis for testing.

P value is used to reflect the possibility of an event in the actual
situation. The P value is obtained through the significance test.
Generally, P < 0.05 is the statistical difference, P < 0.01 is the
significant statistical difference, and P < 0.001 is the extremely
significant statistical difference. It means that the probability of
the difference between the samples caused by sampling error is less
than 0.05, 0.01, and 0.001. However, the P value cannot assign any
importance to the data and can only indicate the probability of an
event. The statistical results show Pr > F, which can also be written
as Pr(> F), P � P f(0.05) > F{ } or P � P f(0.01} > F{ }.
3.6 ROE model

The ROE model is essentially the XGBoost model. XGBoost is a
tree-based model. It can stack as many trees as possible, and each
additional tree tries to reduce the errors of the previous tree set. The
general idea is to combine many simple and weak predictors to build
a powerful predictor.

XGBoost is an addition formula composed of multiple decision
trees, which is expressed as follows:

ŷi � ∑K
k�1

fk xi( ), fk ∈ F, (16)

where the estimated yi is the predicted value, xi is the eigenvector,
fk(xi) is the value calculated for each tree, and K is the total number
of trees.ft(xi) is the tth lifting tree, n is the number of decision trees,
and the initial value f0(x) � 0.

Therefore, for each tree, the XGBoost model is essentially an
additive model. We observe f(k) to know how to calculate the tree
score to determine which function to use. The loss function represents
the loss value of each tree, and the loss function L(t) L(t) is expressed as

L t( ) � ∑n
i�1
l yi, ŷi( ). (17)
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The objective function of a given XGBoost is

L 0/( ) � ∑
i

l ŷl + yi( ) +∑
k

Ω fk( ), (18)

where Ω(f) � ϒT + 1
2 λ‖w‖2 is the regular term used to express the

complexity of the model and ϒ, λ is the penalty coefficient in the
penalty term. The loss function is proved to be convex and
differentiable, and the latter term is the regular term of system
complexity, that is, the penalty coefficient. The significance of this
coefficient is to prevent overfitting of the model. In the regular term
of the latter term, it actually includes the sum of the square of the
number of leaf nodes of each decision tree and its node score, which
is used to judge the quality of decision making and optimize the
calculation.

Since the objective function is difficult to solve at this time, the
Taylor formula can be used for an approximate solution.

L t( ) ≃ ∑n
i�1

l yi, ŷ
t−1( )( ) + gift Xi( ) + 1

2
hif

2
t Xi( )[ ] + Ω ft( ), (19)

where gi is the first partial derivative of l, hi is the second-order
partial derivative of l, and the expression is

gi � zŷ t−1( )l yi, ŷ
t−1( )( ), hi � z2ŷ t−1( )l yi, ŷ

t−1( )( ) . (20)

After removing the constant term in the objective function, the
simplified approximate function is obtained.

~L t( ) � ∑n
i�1

gift Xi( ) + 1
2
hif

2
t Xi( )[ ] + Ω ft( ) . (21)

The previous formula is to calculate the loss for each sample xi

and then calculate the sum of all sample losses. The sample
accumulation operation is converted into leaf nodes, and the
sample set on each leaf node j is defined as Ij � i|q(xi) � j.

Δ t( ) ≃ ∑n
i�1

gift xi( ) + 1
2
hif

2
t xi( )[ ] + Ω ft( ),

� ∑n
i�1

giwq xi( ) + 1
2
hi, w

2
q xi( )[ ] + γT + λ

1
2
∑T
j�1
w2

j ,

� ∑T
j�1

∑
i∈Ij

gi
⎛⎝ ⎞⎠wj + 1

2
∑
i∈Ij

hi⎛⎝ ⎞⎠w2
j

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ + γT + λ
1
2
∑T
j�1
w2

j ,

� ∑T
j�1

∑
i∈Ij

gi
⎛⎝ ⎞⎠wj + 1

2
∑
i∈Ij

hi + λ⎛⎝ ⎞⎠w2
j

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ + γT,

� ∑T
j�1

Gjwj + 1
2

Hi + λ( )w2
j[ ] + γT, (22)

w*
j � − Gj

Hj + λ
� − ∑i∈Ij gi∑i∈Ij hi + λ

,

wherew*
j is the optimal solution of leaf weight. The optimal solution

is brought into the objective function to obtain the optimal objective
function.

~Δ t( ) � −1
2
∑T
j�1

G2
j

Hj + λ
+ γT � −1

2
∑T
j�1

∑
i ∈ Ij

gi( )2

∑i∈Ij hi + λ
+ γT. (23)

Since the loss function is convex, the partial derivative of the
objective function can be obtained to find the minimum value point
in the interval, which represents the case of minimum loss. After
calculation, the expression of min(L) of the minimum loss value is

min L( ) � −1
2
∑T
j�1

∑
i ∈ Ij

gi( )2

∑i∈Ij hi + λ
+ T. (24)

The formula is used to measure the quality of decision tree.
Based on the given loss function, after pruning the decision tree, we
observe whether the value of the loss function decreases to judge
whether pruning should be performed.

The forward step-by-step algorithm is used for model
optimization, and the objective function is

L t( ) � ∑n
i�1
l yi, ŷ

t−1( )
i + ft xi( )( ) + Ω ft( ) . (25)

According to the XGBoost document, the equation is as follows:
ft(x) � wq(x), w ∈ RT, q: Rd → 1, 2, . . . , T{ }.

q(x) attributes the feature x to a specific leaf of the current tree t.
wq(x) is the current feature of the tree which is the score of t and the
current feature of x.

In determining where each decision tree forks, the exact greedy
algorithm is adopted.

ϖ � Lsplit � 1
2

G2
L

HL + λ
+ G2

R

HR + λ
− GL + GR( )2
HL +HR + λ

[ ] − γ. (26)

Here, ϖ means gain and represents split income Gi �
Σi∈Ijgi,Hi � Σi∈Ijhi.

Since the exact greedy algorithm affects the calculation efficiency
when the sample size is large, the approximate algorithm can be used.
Global and local methods can be used to determine the split point.

Global indicates that the candidate splits are calculated before the
spanning tree. This method does only one operation in the whole
calculation process. The candidate segmentation points that have been
calculated in advance are used in the subsequent node division; local
calculates the candidate segmentation points only when each node is
divided. Experiments show that if the two methods want to achieve the
accuracy of approaching the exact greedy algorithm, we need to take
more candidate segmentation points to improve the accuracy. Because
local needs to be calculated every time the node is divided, in some
cases, the amount of calculation is very close. The use of the two
methods is also different, which is suitable for taking a large number of
segmentation points; local is more suitable for deep tree structures.

In order to avoid the unreasonable definition of candidate cut points
by simple statistical indicators, the weighted quantile sketch is introduced.

Dataset Dk � (x1k, h1), (x2k, h2), . . . , (xnk, hn){ } represents the
set of the kth eigenvalue (xnk) and the second derivative (hnk) of
each sample.

Ranking function rk(z) � 1
Σ(x,h)∈Dk

hΣ(x,h)∈Dk,x< zh indicates the
proportion of the kth eigenvalue less than z in the dataset.

Then, candidate points are selected according to the following
formula:

rk sk,j( ) − rk sk,j+1( )∣∣∣∣∣ ∣∣∣∣∣< ε, sk1 � min
i

Xik, skl � max
i

Xik . (27)
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In terms of sparse values, the model can automatically learn the
default division direction for themissing data. In each segmentation, the
missing value is segmented to the left node and the right node. By
calculating the score value and comparing which of the two
segmentation methods is better, an optimal default segmentation
direction will be learned for the missing value of each feature.

In a word, once the model is trained, the prediction simply boils
down to identifying the correct leaves of each tree according to the
characteristics and summarizing the value of each leaf, which
becomes the most difficult part of the problem.

XGBoost is an optimal allocation gradient lifting program for
efficiency, flexibility, and convenience. Based on gradient boosting, a
machine learning method based on gradient boosting is completed.
XGBoost provides a parallel tree structure (also known asGBDT,GBM)

that can quickly and accurately deal with a large number of data science
problems. XGBoost is an implementation of gradient lifting integration
method for classification and regression problems. In this task, the
sliding time window representation is used to make the time series
dataset suitable for supervised learning.

3.7 Effect evaluation

The goodness of fit test of this model adopts the external data
verification method; that is, the simulation test is carried out with the
data not participating in the training in the sample data to verify the
accuracy and stability of themodel prediction. The data used to evaluate
the link account for about 50% the total sample data.

TABLE 3 Variable classification table.

Variable classification Variable name

Ownership structure State-owned equity ratio

Shareholding ratio of top ten shareholders

Separation rate of two rights

Proportion of actual controller with control right of listed company

Total remuneration of the top three management

Shareholding ratio of management

Profitability Proportion of minority shareholders’ equity

Return on equity

Operating gross profit margin

Return on assets (ROAs)

Total asset net profit margin

Operation Total asset turnover

Growth rate of administrative expenses

Financial situation Asset liability ratio

Long-term debt ratio

Business performance Proportion of profits from financial activities

Retained earnings ratio

Growth rate of main revenue

Solvency Long-term capital liability ratio

Ratio of long-term loans to total assets

Development capacity Capital accumulation rate

Growth rate of administrative expenses

Net profit growth rate

Ratio structure Cash asset ratio

Ratio of working capital to current assets

Proportion of net profit to comprehensive income

Other variables Industry type

Total assets
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After the XGBoost model is constructed, the model is scored with
the data of the training set. Here, we need to pay attention to the scoring
standard R2. XGBregressor is used for the score. Since it is a regression
model, the scoring standard of the regression model should be selected.

R2 y, ŷ( ) � 1 − ∑nsamples−1
i�0 yi − ŷl( )2∑nsamples−1
i�0 yi − �yl( )2 . (28)

Under this scoring standard, when the model is better, R2 →
1 and when the model is worse, R2 → 0.

4 Experimental process

4.1 Data source

The data in this article are from the Guotai’an database. A
total of 12,072 corresponding indicators of 1,084 Chinese energy
enterprises from 2003 to 2021 are selected for analysis. The
selected variables are shown in Table 3.

According to the industry type, energy companies are divided into
traditional energy, new energy, and energy reserve according to the
energy type. The specific classification is shown in the table as follows.

The data are preliminarily screened, and descriptive statistics are
carried out. The software is SPSS. The descriptive statistics of the
data is given in Table 4.

It can be seen from Table 5 that the minimum value of the core
explanatory variable enterprise performance ROE is −28.2046,
maximum value is 204.6869, mean value is 0.04, and standard
deviation is 2.11727, indicating that there are individual outliers, but
the overall volatility is small and the data are relatively concentrated.
The difference between the maximum and minimum values of the
equity ratio of SOEs, long-term debt ratio, total asset turnover rate,
retained earnings ratio, and the equity ratio of the top ten shareholders
is less than 10, and the standard deviation is less than 1, indicating that
its numerical distribution is uniform and concentrated, with little
fluctuation. For the normal operation of the model data, this article
first removes the enterprises with state-owned equity ratio of 0 before
regression and removes the extreme values of other control scalars.

4.2 Missing value supplement

The purpose of making up the missing values is to retain as
much sample data as possible for the training of datasets.
Once the missing values are not handled well, the analysis
results may be unreliable and fail to achieve the purpose of
analysis. However, not all data can be supplemented, and the
supplemented data are not the real value of the data sample, but
based on other existing fields, the missing field is predicted as the
target variable, so as to obtain the most possible complement
value.

For example, in Figure 1, in the missing value statistics, there
are 1,283 missing data values of the variable “retained earnings
rate,” and the missing values of the variable are in the middle of
the 18-year time span, which has a strong regularity. This
depends on the nature of the variable itself. In terms of profit
distribution, many enterprises distribute profits due to
established strategies, in the development period or quota.
Therefore, the index data will show the same value for many
years, with strong regularity and in line with the continuity of
time. Therefore, the k-value complement method can be used to
supplement the data.

Thus, the sample data can be retained as much as possible to
realize the full application of the sample data, so as to form a
complete data record for subsequent data processing and
analysis.

4.3 Word embedding

Word embedding for text types: Themain idea of word embedding is
to transform the text into a vector representation of lower-dimensional
space. There are two important requirements for this transformed vector:
lower-dimensional space and minimizing the sparsity of the encoded
word vector. This article uses the BERTmodel for word embedding. The
BERT model used in this article is shown in Figure 2.

4.4 PCA dimensionality reduction

The data obtained after word embedding are high-latitude data,
so PCA is used for analysis. PCA is a common data analysis method,
which is often used to reduce the dimension of high-dimensional

TABLE 4 Classification of energy enterprises.

Classification Industry

Traditional energy Coal chemical industry

Coal concept

Fuel ethanol

Natural gas

Shale gas

Energy conservation and environmental protection

Energy saving lighting

New energy Green power

Wind power generation

Photovoltaic concept

Nuclear power

Alkylene oxide

Power exchange concept

Energy reserves Fuel cell

Lithium battery

Sodium ion battery

Graphite electrode

Graphene

Pumped storage

Energy savings
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data, and can be used to extract the main feature components of
data. For industry types, the pre trained BERT model is used to
embed the text, and then, PCA is used to reduce the dimension.

PCA is essentially a lossy feature compression process, but it is
expected to lose as little accuracy as possible and retain the most
original information in the compression process. In this model, the
variable “industry type” belongs to text variable, which cannot be
quantified intuitively. Therefore, we build the BERTmodel to embed

text words into the classified variable “industry type,” so as to obtain
a large number of high-dimensional data. PCA is used to reduce the
dimension of the obtained high-dimensional data. Treatment results
are given in Table 6. The corresponding scatter diagram is shown in
Figure 3.

The data in the aforementioned chart represent the distribution of
industries. The sign does not represent the advantages and
disadvantages of the data, but reflects the distance of relevant

TABLE 5 Descriptive statistics.

N Min Max Mean value Variance

Statistics Statistical
value

Statistical
value

Statistical
value

Standard error
value

Statistical
value

Two-weight separation rate (%) 11571 −4.54 42.9311 4.905435 0.072431 60.704951

Return on equity 11965 −28.204643 204.689594 0.054139 0.019583 4.588664

Total assets 12069 0 2.73E+12 1.87E+10 9.00E+08 9.77E+21

Turnover rate of total assets 12058 0.000001 8.601021 0.611893 0.004158 0.20844

Asset liability ratio 12068 0.001725 178.345473 0.511475 0.015763 2.998402

Long-term debt ratio 12066 0 0.962461 0.195723 0.001753 0.037075

Growth rate of main business income 11585 −28.58916 3107.432182 1.111996 0.299991 1,042.588701

Retained earnings ratio 10786 −78.272724 1 0.685335 0.009888 1.054563

Return on assets A 12068 −29.288039 11.006162 0.041977 0.004077 0.200606

Operating gross margin 12061 −4.030042 0.991165 0.23568 0.001328 0.021281

Ratio of long-term borrowings to total assets 12068 0 0.729697 0.061888 0.000907 0.009933

Long-term capital liability ratio 12068 −63.470481 107.416845 0.169899 0.011032 1.468617

Capital accumulation rate 11977 −140.022595 56.256959 0.234004 0.015604 2.916331

Net profit growth rate 9897 −4541.72768 45174.35609 3.180794 4.649705 213970.6914

Growth rate of administrative expenses 11278 −3.85294 117.788749 0.217024 0.014245 2.288687

Return on assets A 12068 −29.288039 11.006162 0.041977 0.004077 0.200606

Return on total assets (ROAs) A 12068 −30.958697 10.400923 0.023135 0.004158 0.208691

Return on equity A 11965 −28.204643 204.689594 0.054168 0.019583 4.58866

Operating gross margin 12061 −4.030042 0.991165 0.23568 0.001328 0.021281

Proportion of control right of the listed company
owned by the actual controller

11609 0 99.005 40.385572 0.150803 264.006052

Separation rate of two rights of the actual
controller

11604 −49.4249 60.3231 4.898207 0.073583 62.828658

Total remuneration of the top three management 11993 0 6.61E+07 1.97E+06 2.01E+04 4.83E+12

Management shareholding ratio 11644 0 100 10.87922 0.173118 348.967633

Cash asset ratio 12051 −0.059826 71.545313 0.150407 0.006028 0.43792

Working capital to current assets ratio 12067 −491.839301 0.991409 −0.048636 0.068556 56.714714

Proportion of minority shareholders’ equity 12068 −48.689484 2.254116 0.065877 0.004187 0.211597

Proportion of profits from financial activities 12069 −168.68566 169.066139 0.25977 0.032408 12.67588

Proportion of net profit and comprehensive
income

9734 −186.28428 130.281312 0.953985 0.03128 9.523818

Number of effective cases (listed) 6842
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industries. The reason is that after extracting the more important
components or key parts of the original data in this step, they are
mapped to another space. At this time, the performance of the data is
not directly related to the original data, so there are positive and negative
situations. The original data are compressed and transformed in the
original space and mapped to a new space. In essence, they are the
original data, but the form of expression is different.

4.5 Data zoom

The multi-index comprehensive evaluation method is scientific
and reasonable to evaluate things. It combines multiple indexes
describing different aspects of a thing to get a comprehensive index
and evaluates and compares the thing through it. Due to different
properties, different evaluation indexes usually have different

FIGURE 1
Supplementary effect drawing of retained earnings.

FIGURE 2
Flow chart of the BERT model.
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TABLE 6 PCA data dimensionality reduction result.

Classification Number Name PCA dimensionality reduction

Traditional energy 1 Coal chemical industry −0.6997

2 Coal concept −0.7345

3 Fuel ethanol 2.5851

4 Natural gas −0.0543

5 Shale gas −2.5140

6 Energy conservation and environmental protection 1.5466

7 Energy saving lighting −2.9614

New energy 8 Green power −0.9272

9 Wind power generation −0.1071

10 PV concept −1.2262

11 Nuclear power −0.5171

12 Alkylene oxide 1.4380

13 Power exchange concept −1.1772

Energy reserves 14 Fuel cell 2.6068

15 Lithium battery −0.3903

16 Sodium ion battery 1.4123

17 Graphite electrode −1.1713

18 Graphene −1.2262

19 Pumped storage −1.5915

20 Energy savings 3.5715

FIGURE 3
Scatter diagram of dimension reduction results of PCA.
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dimensions and orders of magnitude. When the indexes differ
greatly, if the original index value is directly used to calculate the
comprehensive index, the role of the index with larger value in the

analysis will be highlighted and the role of the index with smaller
value in the analysis will be weakened.

Data scaling, in statistics, means that the original data are
converted according to a certain proportion through a certain
mathematical transformation method, and the data are placed in
a small specific interval. The purpose is to eliminate the differences
of characteristic attributes such as characteristics and quantity
between different samples and convert them into a dimensionless
reactive value. The characteristic quantity values of each sample are
in the same order of magnitude.

As shown in Figure 4, after excluding the extreme value, this
article scales the ROE to [−1, 1]. This step can not only further
remove the extreme value and realize the prediction accuracy of the
model but also eliminate the difference of dimension and order of
magnitude between the evaluation indexes and ensure the reliability
of the results.

4.6 Eigenvalue selection

Eigenvalue selection is very important. Some scholars believe
that in most machine learning tasks, features determine the upper
limit of model effect, and the selection and combination of models
are only infinitely close to this upper limit.

Feature selection can reduce the number of features, prevent
dimension disaster, and reduce training time. The generalization
ability of the model is enhanced, and overfitting is reduced; the
understanding of features and eigenvalues is enhanced. Specific data
are given in Table 7. In this article, the eigenvalues are selected
according to the p value, and the results are as shown in Figure 5.

The smaller the score in the aforementioned table, the better it
can reflect the correlation between independent variables and
dependent variables. Among the top ten of the aforementioned
eigenvalues, the impact of equity specific factors is the first, which
means that equity factors play an important role in the prediction
of ROE.

It can be seen from the aforementioned table that the score of the
two rights separation rate is the lowest, so the cash capital ratio has

FIGURE 4
Scatter chart of return on equity scaling results.

TABLE 7 Statistical table of p value score.

Field Score p value

Separation rate of two rights 1.3276 7.97E-06

Long-term debt ratio 1.2905 4.86E-05

Growth rate of main revenue 7.7499 1.80E-136

Retained earnings ratio 7.7380 1.08E-08

Industry type 1.4507 1.08E-08

Growth rate of administrative expenses 1.3646 2.67E-04

Separation rate of two rights of actual controller 1.2533 2.67E-04

Total remuneration of the top three management 1.7982 5.14E-18

Shareholding ratio of management 1.7788 1.81E-17

FIGURE 5
Variable score pie chart.
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the lowest impact on the ROE, and the two rights separation rate has
the greatest impact on the ROE.

It can be seen from the aforementioned pie chart that the p value
of the separation rate of the two rights is the highest, and the equity
factors stand out among several other factors, which has the greatest
impact on the prediction rate of the ROE.

4.7 Construction of the equity net asset
return model

The ROE equity model is essentially the XGBoost model.
XGBoost is a tree-based model. It can stack as many trees as
possible, and each additional tree tries to reduce the errors of the
previous tree set. The general idea is to combine many simple and
weak predictors to build a powerful predictor.

After construction, the results of the equity net asset income
model are as shown in Figure 6.

Themodel is the final result of the collection of multiple decision
trees. The red line is the branch reduction direction of the decision
tree, and the blue line is the decision direction of the decision tree.

4.8 Model evaluation

The goodness-of-fit test of this model adopts the external data
verification method; that is, the simulation test is carried out with the
data not participating in the training in the sample data to verify the
accuracy and stability of themodel prediction. The data used to evaluate
the link account for about 50 percent of the total sample data.

After the XGBoost model is constructed, the model is scored
with the data of the training set. Here, we need to pay attention to the
scoring standard R2. XGBregressor is used for score. Since it is a
regression model, the scoring standard of the regression model
should be selected. Under this scoring standard, when the model is
better, R2 → 1 and when the model is worse, R2 → 0.

Finally, under this scoring standard, through the evaluation of
the model, the final score of the model is

R2 score � 0.9460.

The score shows that the independent variable of this model has
a good explanation for the dependent variable, so the ROE predicted
435 by this model is reliable.

FIGURE 6
Schematic diagram of the XGBoost model.

TABLE 8 Model score comparison.

Model R2 score

XGBoost 0.9460

Decision tree regression model 0.9210

BP neural network model −0.0071

Stochastic forest model 0.8610

Frontiers in Energy Research frontiersin.org13

Yang and Wang 10.3389/fenrg.2023.1136914

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2023.1136914


4.9 Model comparison

After the previous experiments and conclusions, this section will
now conduct comparative experiments and compare R2 scores of
different machine learning model methods.

The datasets that have been processed are brought into the
decision tree regression model, the BP neural network model, and
the random forest regressionmodel, and the R2 scores of eachmodel
operation are obtained as shown in Table 8, with the scores of
0.921, −0.0071, and 0.861. This value is less than 0.946 of the model
R2 in our model. Therefore, among these models, the model built in
this article has the highest accuracy.

5 Conclusion

Using theXGBoostmodel, this article constructs the net asset income
model of energy enterprises based on the characteristics of ownership
structure through missing value supplement, word embedding, PCA
dimensionality reduction, and model evaluation. After evaluation, the
data accuracy of the N + 1 year predicted by the model based on the data
of the previous n years is about 95%, and the prediction effect is good.

Under the background of carbonneutralization and carbon peak, the
operation status of energy enterprises is gradually remarkable. With the
rapid development of energy enterprises, the ownership structure is
becoming more and more complex. Taking energy enterprises as the
research object and based on the XGBoost model, this article constructs
the ROE equity model to realize the accurate, scientific, and timely
prediction of the ROE and can reasonablymodify and allocate the equity
structure of energy enterprises through the predicted ROE, so as to play
the role of prediction and early warning for the next business cycle of
enterprises. The timeliness of the prediction of the ROEof thismodel can
reasonably avoid the lag of the ROE and play a positive role in the equity
planning and future development of energy enterprises.

At present, the relationship between equity and ROE generally
tends to be inter-industry research, which is not subdivided into
different types in a specific industry. In addition, the existing
research is more inclined to analyze the existing results, that is, to
analyze the connection in the existing data at a certain time node, which
has a certain lag effect, which is caused by the lag of the ROE itself.

The aforementioned research ideas are not scientific in predicting
the future business performance level, and the test cycle of the
conclusions is long. To sum up, this article abstracts the problem
into a multivariable time series problem by using the thought and
method of deep learning, analyzes it under various indicators,
scientifically and effectively predicts the operation effect of the next
cycle in this business cycle, andmodifies the equity proportion and rights
by predicting the ROE, so as to achieve amore ideal and reasonable level.

ROE is the most important financial indicator in the business
process of an enterprise, and it is also the benchmark to judge whether
the business is healthy or not. Many enterprises hope to achieve the
performance indicators, so the research on ROE has always been the

favorite of different scientists. Based on XGBoost, this article uses
missing value supplement, PCA dimensionality reduction, and the
BERT model to process text information, uses the R2 score method
to evaluate the model, takes energy enterprises in multiple industries as
samples to process and predict multivariate time series data, and adds
comparative experiments. The experiment shows that the prediction
accuracy of this model is higher than that of other machine learning
models, and the dataset can be directly applied to this model after
adding text variables, which increases the range of variables compared
with other machine learning models, and can better predict the ROE of
energy enterprises. In addition, this model is not only limited to
predicting the ROE of energy enterprises but also applicable to other
types of enterprises. Compared with the traditional regression model,
this model has certain advantages, mainly focusing on two points: first,
the focus is different. Traditional regression models pay more attention
to the coefficient relationship between various indicators and ROE, that
is, the change trend; the model in this article is more direct to get the
predicted value, and the data are more secure because they come from a
lot of learning. Second, the traditional regression model is not good at
dealing with text information. This model takes this factor into account
and is not bound by reasonable text variables. Third, the model
proposed in this article has more advantages for processing large
amounts of data and seeing the general changes of the whole industry.
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