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The power grid is evolving into a smart grid due to the diverse energy generation and
distribution. This complex grid has to be continuously monitored in real-time for its safe
operation. Sensors known as phasor measurement units (PMUs) are used for obtaining
health information pertaining to the grid in terms of time-synchronized voltage and current
phasors. Measurements from several PMUs are sent through a synchrophasor
communication network (SCN) to the phasor data concentrator (PDC). The PMUs, the
PDC and the SCN together constitute the wide area measurement system (WAMS). Being
an important constituent of the WAMS, the resiliency estimation of SCNs is paramount for
their proper design. Resilience is a measure of the systems resistance to the disturbances
or a measure of its ability to bounce back to a functional state in the event of failure. This
paper presents a quantitative metric for estimating the resiliency of SCNs. Monte Carlo
simulation (MCS) models are used to simulate random component failures, and the data is
used for measuring the resiliency of the SCNs. A multi-objective genetic algorithm (GA) is
used for optimizing the placement of PMUs and the PDC, to observe the power system
with the minimum number of PMUs, and to simultaneously maximize the resilience. The
practical power grid of West Bengal, India, is analyzed as a case study. This work can be a
significant contribution to the power sector as it assists in the proper planning and
placement of the communication infrastructure in a WAMS.
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INTRODUCTION

The present-day power system is rapidly progressing in the fields of generation, transmission, and
distribution of energy. Factors such as the diverse and distributed nature of power consumption,
increased use of renewable energy that enables the consumer to be an energy provider, etc., have
exacerbated the complexity of the power grid (Cascio et al., 2021). A glitch or a failure in one part of
this complex network, unless espied and curtailed, can translate into a major power outage. This
requirement has led to the inception of the Smart Grid (SG). The conventional supervisory control
and data acquisition system (SCADA) which has its existence since a long time seems to be inefficient
in capturing real-time dynamics of the power system due to its low resolution (typically one sample
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in every 2–4 s), lack of synchronization, lack of angle
measurements, etc., (Usman and Faruque, 2019).
Consequently, it was emphasized to use synchrophasor
technology to envision true potential of the SG. An SG
consists of several intelligent sensors known as the Phasor
Measurement Units (PMUs) with advanced communication
capabilities that collect, communicate and monitor the real-
time information pertaining to the grid dynamics (Jha et al.,
2019). Moreover, PMU is based on synchrophasor technology
which has very high resolution, synchronized measurements of
magnitude as well as angle, which seems to be far superior than
SCADA in capturing real-time dynamics of the power system
(Phadke and Thorp, 2017). The PMUs, PDC and their
communication networks together constitute the wide area
measurement system (WAMS) (Mohammadi et al., 2016).

The most general communication networks used in WAMS is
deployed based on Internet Protocol (IP) which is vulnerable to
the security threats. The threats such as denial of service (DoS),
distributed denial of service (DDoS), etc., can affect the normal
operation of the SG resulting in its degraded performance. Even
the performance of the SG is hampered as a normal course of
actions due to failure of several components in the
communication network. Such disturbances degrade the
performance of the communication networks and obstruct the
power system operator’s situational awareness. Nevertheless,
these challenges are indispensable in the communication
network, and so in the SG. Consequently, it is more pertinent
to consider these possibilities inherent to the communication
network, and propose a communication network which is more
resilient to such challenges. The resiliency of a communication
network or a system is a measure of its ability to withstand a
disturbance or to rapidly recover from the disturbances. These
disturbances are due to the random failure of communication
equipment or threats. Moreover, the PMUs can effectively
communicate the synchrophasor measurements to the
monitoring center using resilient communication network.

Motivation
Investigation of the resilience of these networks would help the
system engineers in developing methods to enhance the resilience
of the synchrophasor communication networks (SCNs) thereby
providing the desired functionality even in the event of
disturbances. The motivation for this work is to obtain a
quantitative metric for measuring the resilience of the SCNs in
the event of component failures. There are a few works related to
the resiliency estimation of the SCNs, and an attempt is made to
have a brief exposition so as to bring out the motivation for
carrying out this work.

Literature Review
A comprehensive review on the communication technologies,
architectures, and protocols for major smart grid applications
has been presented in the works of Gungor et al. (2011). From
the cyber physical perspective, the most comprehensive review
on various aspects of the smart grid viz., communication
technologies, standards, and challenges, have been presented
by Jha et al. (2021d). The synchrophasor technologies have

been shown to be one of the most widely used technologies in
the real-time monitoring applications of the smart grid. Under
the purview of synchrophasor technologies, the synchrophasor
measurements, applications, and high speed sensors such as
PMU, PDC, etc., are most comprehensively discussed (Phadke
and Thorp, 2008; Ree et al., 2010; Bobba and Dagle, 2012),
respectively. The communication infrastructure for the
synchrophasor communication network with improved
situational awareness has been proposed by Appasani et al.
(2021). A risk assessment framework has been proposed for
enhancing the resilience of the power system against cyber-
attacks by Yan et al. (2013). Another risk assessment
framework has been proposed by Appasani et al. for
enhancing the resilience of PMU communication networks
in the event of failure of communication networks et al
(Appasani and Mohanta, 2017). Several researchers have
embarked upon the assessment of resilience based upon the
reliability estimation. A hierarchical Markov modeling
technique to evaluate the reliability of PMU was presented
by Wang et al. (2009). Murthy et al. have proposed a system of
systems approach (Murthy et al., 2015) and a fuzzy type-2
approach (Murthy et al., 2014) for computing the reliability
indices. From the communication infrastructure point of view,
Ghosh et al. have investigated the impact of topological
attributes on the placement of the communication
infrastructure in an SG and proposed a graph theory-based
approach for calculating the reliability parameters (Ghosh
et al., 2013). A C-DAX architecture was proposed by
Hoeflin et al. for investigating the reliability of smart grid
communication infrastructure (Hoefling et al., 2015).
Recently, methods have been proposed for constructing the
SCNs and to investigate their effect on situational awareness of
the grid operator (Appasani and Mohanta, 2018). In (Jha et al.,
2021a), the authors combined both hardware failures and data
loss to estimate the reliability of the SCNs. A similar approach
was presented in (Jha et al., 2021c), to analyze the risk involved
with the SCNs.

The survey on resiliency analysis of the smart grid with
strategies, challenges, and research gaps are presented by
Shittu et al. (2021). The trends on resiliency analysis in the
distribution domain of the smart grid have been
comprehensively reviewed by Sonal and Ghosh (2021). A
resiliency model of transmission domain based on second-
order programming for the smart grid is proposed in (Garifi
et al., 2022). Under the influence of hurricanes, a resiliency
model is proposed for the smart grid (Arab et al., 2015),
incorporating the outage model, recovery model, and
validation model. Based on the mining of the
synchrophasor data, a distributed PMU network is modeled
to enhance the resiliency of a communication network with
various anomalies (Pandey et al., 2020). Various tools are used
in the literature to model, simulate and validate the resiliency
model in the paradigm of SG. Within the purview of cyber
physical aspects of the SG, a panoramic survey is presented by
Fan et al., where the state-of-the-art modeling and simulations
approaches are analyzed from the literature (Fan et al., 2021).
A platform known as SHARP-Net for modeling, simulation

Frontiers in Energy Research | www.frontiersin.org April 2022 | Volume 10 | Article 8546762

Appasani et al. Resiliency Estimation of Synchrophasor Communication Networks

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


and validation of resiliency of PMU network has been
proposed (Singh et al., 2020). An analytical approach for
identifying risks and assessing their impacts on the
operation of the SCN has been discussed in (Jha et al.,
2021b). A review of these works indicates that there is a
knowledge gap in the field of resilience investigation of
SCNs. Most of these works assume the reliability of the
communication networks or the risk assessment of these
networks to be synonym with the resilience parameter.
However, the resilience parameter is subtly different from
these parameters and so the challenge is to properly frame a
metric for quantifying the resilience of these networks.

Unique Contributions
The paper aims at developing the appropriate metrics for
quantifying the resilience of the SCNs and to optimize these
networks using the Genetic Algorithm (GA) optimization
algorithm to enhance their resilience. The main contributions
of this paper are:

1) Resiliency metric for estimating the resilience of SCNs has
been derived based on the failure rates of the communication
devices. The metric derived for evaluating the resilience not
only uses the number of times a component fails but also that
duration for which it remains in the failed state. Thus, the
proposed approach doesn’t directly use the reliability for
evaluation of resilience, as done in the previous works.

2) Monte-Carlo models are constructed to simulate equipment
failures and obtain resilience metrics. Using this approach,
uncertainties can also be incorporated in the failure rates of
the constituent components, thereby getting a better estimate
of the resilience.

3) Three different communication network topologies have been
considered, and their resilience has been evaluated.

4) The resilience metrics were obtained for a practical power grid
of India.

The research related to resilience investigation of the SCNs
and their subsequent optimal placement to enhance the resilience
would be of great importance to the power industry. These
networks are part of the critical infrastructure of the nation’s
power grid. Enhancing their resilience would improve the real-
time monitoring of the grid and curtailing the propagation of
catastrophic faults that may lead to a blackout.

Organization of the Work
The organization of the paper is as follows. The next section
discusses the various communication architectures that will be
employed for the SCNs. Three architectures, namely, dedicated,
shared-wired, and shared-hybrid, are considered. Also, the
components of the SCNs and their failure rates are presented.
The third section describes the background related to the
resiliency estimation of the SCNs. Monte-Carlo models for
obtaining the resilience metrics are discussed in the fourth
section, along with the optimal placement of PMU. In the fifth
section, the developed resiliency metric is applied for the practical
power grid of West Bengal, India.

AN OVERVIEW ON COMMUNICATION
ARCHITECTURES FOR SYNCHROPHASOR
COMMUNICATION NETWORKS
An SCN typically consists of PMUs which monitor the real-time
data of the grid dynamics and communicate the data to PDCs.
Since the PDC is located at the control center and PMUs are
located at the grid substations, an SCN is used to connect PMUs
and PDCs. Fiber-optic cables are used for communication as fiber
optic cables are reliable for real-time applications. Three different
topologies are considered for the SCN viz., dedicated-wired,
shared-wired, and shared-hybrid.

Dedicated-Wired Synchrophasor
Communication Networks
In the dedicated SCN, the PMUs and PDCs are connected using
optical fiber cables, as shown in Figure 1. The backhaul network
is based on an optical fiber core network which is used to
connect PMUs and PDCs. Conventional PMUs are considered
which unlike state-of-the-art PMUs, do not have various ports
for interfacing. Thus, the optical transceiver (TxRx) is
considered to facilitate synchrophasor data communication
by resolving signal interoperability challenges at PMUs. The
backhaul network consists of several optical devices used for
networking such as optical switch, repeater, coupler, etc. To
reduce the complexity, only the necessary components are
considered to design the dedicated wired SCN. This is to
emphasize that the repeater is of greater interest as its
requirement entirely depends upon the distance between
PMU and PDC. It is estimated that for every 100 Km
distance, a repeater is required to maintain the signal quality
(Khan et al., 2016). With respect to each PMU, a dedicated-
wired network is needed, which is referred to as PMUNet. In the
SCN, there may be more than one PMU. Thus, a network
corresponding to PMU-N is designated as PMU Net-N. Like
the PMU network, the dedicated network corresponding to
PDC at the control center is known as PDC Net. It is worthy
to note that the control center has some other end devices other
than PDCs. Such a dedicated-wired SCN is shown in Figure 1,
where N number of PMU networks and one PDC network are
considered, which are connected over optical fiber-based
backhaul network.

Shared-Wired Synchrophasor
Communication Networks
The shared-wired SCN uses a local area network (LAN) based
on Ethernet protocol utilizing IEEE 802.3 standards for PMU
network, as shown in Figure 2. As a result, the network
comprising a PMU is referred to as PMU Ethernet network
(PMU EtNet). Clearly, a shared wired SCN consists of more
than one PMU. Thus, the network corresponding to PMU-N is
designated as PMU EtNet-N. At the control center, PDC is also
configured using a local area network based on Ethernet
protocol utilizing IEEE 802.3 standards. Like the PMU
network, the LAN corresponding to a PDC is known as PDC
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EtNet. The shared PMU network also consists of some other end
devices (EDs). The traffic from RTU is regarded as the
background traffic since the traffic from the PMU is of the
point of interest from the perspective of synchrophasor
applications. All PMU EtNet are connected to the PDC
EtNet over an Internet protocol (IP) based backhaul network
comprising of several networking components such as switch,
router, bridge, gateway, etc. A shared-wired SCN is as shown in

Figure 2. which consists of N PMU EtNet, and one PDC EtNet
connected using IP based backhaul network.

Shared-Hybrid Synchrophasor
Communication Networks
The shared-hybrid SCN uses a local area network (LAN) based
on WiFi protocol utilizing IEEE 802.11 standards for PMU

FIGURE 1 | Dedicated-wired network topology.

FIGURE 2 | Shared-wired network topology.

FIGURE 3 | Shared-hybrid network topology.
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network, as shown in Figure 3. As a result, the network
comprising of a PMU is referred to as PMU wireless
network (PMU WiNet). The PMU is connected wirelessly to
an access point (AP). This scenario occurs when a PMU is
located remotely and wired cables cannot connect it to the
router. Thus, the network corresponding to PMU-N is
designated as PMU WiNet-N. However, at the control
center, PDC is configured using a local area network based
on Ethernet protocol utilizing IEEE 802.3 standards. Thus, the
LAN corresponding to a PDC is known as PDC EtNet. The
shared PMU network also consists of some other EDs. The
traffic from RTU is regarded as the background traffic since the
traffic from the PMU is of the point of interest from the
perspective of synchrophasor applications. All PMUs and
other end devices are interfaced using IEEE 802.11
standards to the access point (AP) for its operation creating
infrastructure wireless LAN topology using a wireless module
(WM). Further, each PMU WiNet is connected to the PDC
EtNet over IP based backhaul network comprising of several
networking components such as switch, router, bridge,
gateway, etc. The shared-hybrid SCN shown in Figure 3,
which consists of N PMU WiNet, and one PDC EtNet
connected using IP based backhaul network.

The failure rates (number of failures per hour) and repair
rates (number of repairs per hour) of the various components
of the SCN are shown in Table 1. We assume that the backhaul
network in case of shared-wired and shared-hybrid topologies
has sufficient bandwidth and can never fail due to the
alternative paths that it can provide for the transfer of data
from PMU to the PDC.

RESILIENCY ESTIMATION

Resilience is a measure of the systems resistance to the
disturbances or a measure of its ability to bounce back to a
functional state in the event of failure. One of the widely adopted
assessment metric for resilience is given by Eq. 1 and is illustrated
in Figure 4 (Bhusal et al., 2020).

Resilience(Λ) �
∫tf
te

F(t)dt

∫tf
te

F0dt

(1)

where F(t) is the system’s performance as the function of time and F0
is the system’s performance in the fully functional state. t0 is the time
at which the system begins its operations, te is the time at which the
system’s performance begins to degrade. At td the system enters the
failed state. At ts the system begins to regain its performance and at
time tf the system enters a partially or fully functional state. In the
fully functional state, all the equipment of the system is operational.
In a semi-functional state, the system still delivers the required
performance despite a few equipment, that is, not operational.
Resilience is the ratio of actual functionality to that of the ideal
functionality and can also be calculated over the entire operational
time. The system’s performance degrades due to the failure of its
components, and it returns to a semi-functional state when some of
its components are repaired. The simplification of the expression in
(Eq. 3) depends on the system. Series-parallel networks are used in
this paper to obtain the resilience metric. The generic resiliency
metric proposed by Bhusal et al. (2020), has been used in this work to
derive the resilience for the SCN. Prior to this work nobody has used
the performance function proposed by Bhusal et al. (2020). to
evaluate the resilience of the SCN.

A system containing several components can be modeled as a
series-parallel network, as shown in Figure 5. The system withm
parallel components shown in Figure 5A can only fail when all
the redundant (parallel) components fail. The system with m
series components shown in Figure 5B can fail when one of the
series components fails. Figure 5C shows that the system can fail
if both A and B fail or if either C orD fail. Series-parallel networks
are widely used for estimating the reliability of a system. A similar

TABLE 1 | Failure rates and repair rates of the various devices in an SCN.

Device Failure rate Repair rate

TxRx ‘Appasani and Mohanta. (2018) 0.000002 0.5
Repeater ‘Appasani and Mohanta. (2018) 0.000004 0.5
Switch Oggerino. (2001) 6.1 × 10−6 0.042
Router Oggerino. (2001) 3.92 × 10−5 0.042
WM (B + B Smart Worx) 1.91 × 10−6 0.042
AP Cisco System. (2022) 2.50 × 10−6 0.042

FIGURE 4 | Performance curve for resilience assessment methodology.
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approach can be taken to simplify the expression of resilience in
Eq. 1. The performance curve for the system shown in Figure 5A
is shown in Figure 6A, and the performance curve for the series
network shown in Figure 5B is shown in Figure 6B. Based on
these figures, the resilience metric is obtained for a parallel
network and series system. Subsequently, these expressions are
used to obtain the resilience metric for any system.

In Figure 6A, at point A, one or more than one parallel
component fails, but the system’s performance does not degrade.
The system’s performance becomes zero only when all the m
parallel components fail. If the system’s operational time is T,
then its resilience is given by the Eq. 2.

Λparallel � T − (td − ts)
T

(2)

On the other hand, the series network performs only when all
the components in the series are fully functional. If any of those
components fail, its performance becomes zero. If the system’s
operational time is T, then its resilience is given by the Eq. 3.

Λseries �
T − (tf − te)

T
(3)

Assuming that no two components in the system fail
simultaneously, the resilience of a system having m blocks
with redundant components (parallel networks) and p blocks
without any redundancy is given by the Eq. 4.

Λsystem �
T − ∑m

i�1
ni(tdi − tsi) − ∑p

i�1
ni(tfi − tei)

T
(4)

FIGURE 5 | Series-parallel networks for system with (A) m parallel components (B) m series components (C) series-parallel components.

FIGURE 6 | Performance curve for (A) a parallel network (B) a series network.

Frontiers in Energy Research | www.frontiersin.org April 2022 | Volume 10 | Article 8546766

Appasani et al. Resiliency Estimation of Synchrophasor Communication Networks

https://www.frontiersin.org/journals/energy-research
www.frontiersin.org
https://www.frontiersin.org/journals/energy-research#articles


where T is the total operation time, and ni is the number of
times the ith block with redundancy fails. The assumption that
no two components can fail simultaneously holds in the milieu
of low failure rates of the components. Moreover, the
difference td – ts and tf – te is the time for which the
parallel network block and the series network block remain
in the failed state and is referred to as the downtime (DT).
Thus, the Eq. 4 can be further simplified as:

Λsystem �
T − ∑m+p

i�1
niDTi

T
(5)

The assessment metric given by Eq. 7 is very difficult to
apply in the milieu of systems with several components such as
the SNCs. The approach requires the need to identify all
possible modes of failure. The alternative is to use the
Monte-Carlo simulation. The latter approach would be
computationally intensive but would provide accurate
results as it can also accommodate the uncertainties
involved in the failure of the components. Once the Monte-
Carlo models are developed to obtain the resilience metrics,
they can be used to obtain the practical SCNs.

MONTE-CARLO SIMULATION MODELS
AND OPTIMAL PLACEMENT OF PHASOR
MEASUREMENT UNITS
The various components in an SCN can be modeled as a series-
parallel network. It is assumed that the fiber-optic cable between
the various entities does not fail. Two scenarios are considered,
with and without redundancy. In case of redundancy that every
other component has a redundant component. The series-parallel
networks for the three different architectures with component
redundancy are shown in Figure 7. The series-parallel networks
of different SCNs viz., dedicated-wired, shared-wired, and
shared-hybrid SCNs are designed in such a way that only
critical networking components are considered for redundancy
configuration. As an e.g., for the dedicated-wired SCN shown in
Figure 1, only redundancy of transceiver, repeaters, and switch
are considered in its series-parallel network representation which
is as shown in Figure 7A. Similarly, for the shared-wired SCN
shown in Figure 2, the PMU router and PDC router are
considered in redundancy configuration for designing its
series-parallel network which is as shown in Figure 7B.
Likewise, for the shared-hybrid SCN shown in Figure 3, in
addition to the PMU router and PDC router, WM, and AP

FIGURE 7 | Series-parallel networks with redundant component (A) dedicated-wired (B) shared-wired (C) shared-hybrid.
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are considered in redundancy configuration for designing its
series-parallel network which is as shown in Figure 7C.

Monte-Carlo Model for Simulating Random
Component Failures
Monte-Carlo models are needed to obtain the parameters in Eq.
5. The total operation time is considered as 20 million years or
175200million hours. The results obtained were the average value
taken from 10 million runs. To add uncertainties to the model,
the time-to-failure (TTF) and the time-to-repair (TTR) values for
the various components are generated randomly using the
following equations. TTF is the time taken by a system or a
component to fail, whereas TTR is the time taken to repair the
system.

TTF � −1
λ
ln(α) (6)

TTR � −1
μ
ln(β) (7)

where λ denotes failure rate, μ denotes repair rate, and α and β are
random values between 0 and 1. In case of redundancy, since all
the components have an additional redundant unit, the model
shown in Figure 8 is used to obtain the resilience parameters. The
results of the Monte-Carlo simulation are shown in Table 2.

The resilience of the system can be calculated using Eq. 7.
However, the number of repeaters needed for the SCN in the case
of a dedicated-shared architecture depends on the location of the
PMUs. So, it is needed to optimally place the PMUs and the PDC
for observing the total system and at the same time to maximize

the resilience of the system. This can be achieved using a multi-
objective GA.

Optimal Phasor Measurement
Units-Placement
The power grid can be observed without the need for placing the
PMUs on all the electrical buses (Appasani and Mohanta, 2018).
The PMUs and the PDC can be placed optimally not only to
observe the entire power grid but also to maximize the resilience
of the SCNs. A multi-objective GA is used to achieve this
objective for a dedicated-wired topology. GA is a widely used
optimization technique for solving practical problems. It is an
evolutionary optimization technique that starts with an initial
population of several individuals. Each individual represents a
potential solution to the problem. These individuals evolve over a
few generations. The individuals evolve, based on three
operations:

• Reproduction: Based on the objective function a few
individuals are selected at each step to produce
individuals for the next generation

• Crossover: Next the individuals are grouped into pairs to
generate off-springs who would be used in the next
generation.

• Mutation: The off-springs generated are subjected to
random mutations to create evolution.

An electric network having a buses can be described using a
matrix A, which shows the connections between the buses. The
matrix is called as the adjacency matrix and is given by Eq. 8.
To indicate the presence of a PMU at a bus another matrix B is
used, whose elements are given by (Eq. 9). The number of
PMUs is given by NPMU and the numbers buses that are not
observable with these PMUs is given by NUN. These are given
by Eq. 10.

aij � { 1 if bus i and j are connected or if i � j
0 elsewhere

} (8)

bi � { 1 if the ith bus has a PMU
0 if the ith bus has no PMU

} (9)

NPMU � ∑a
i�1
bi andNUN � length(AB< [1 1.......1]a×1) (10)

FIGURE 8 | Monte-Carlo Model for obtaining the resilience metric.

TABLE 2 | Parameters obtained from the Monte-Carlo simulation with and without redundancy.

Device Without Redundancy With Redundancy

Number
of failures (n)

DT (hours) Number
of failures (n)

DT (hours)

TxRx 40 2 2 2.32
Repeater Appasani and Mohanta. (2018) 80 2 6 2.93
Switch Jha et al. (2021b) 122 24 61 36
Router Jha et al. (2021b) 784 23.95 392 36
WM Oggerino., 2001 38 24.13 16 34
AP B B Smart Worx. (2022) 50 24 26 36.4
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Shared topologies need not be concerned with the problem of
maximizing resilience, as the metric is not dependent on the
number of repeaters. The two objective functions to beminimized
using the multi-objective GA are given by Eqs 11, 12. Eq. 11 takes
a minimum value, when minimum number of PMUs (NPMU) are
needed to observe the power system completely (Appasani and
Mohanta, 2018). When the power system is completely
observable, then NUN = 0.

f1(SCN) � NPMU + 2NUN +NPMUNUN (11)

f2(SCN) � − 1
NPMU

∑NPMU

i�1
Λsystemi (12)

Λsystemi is the resilience of the dedicated-wired SCN between the
ith PMU and the PDC, evaluated using Eq. 7.

CASE STUDIES AND DISCUSSIONS

A case study is considered of the power grid of West Bengal,
India. It is a regional grid consisting of 24 electric buses, and the
grid topology is shown in Figure 9. The geographical coordinates
of the electrical buses are available in (Appasani and Mohanta,
2018). The number of generator buses is 09, the number of load
buses is 10, maximum number of connected lines to a bus is 05

and the reference bus location is the generator bus having the
highest capacity compared to other generator buses.

The number of repeaters needed for a dedicated-wired SCN
depends on the distance between the PMU and the PDC. This
distance is calculated in kilometers using the Haversine formula.

D � 2R sin−1( ����������������������������������������[sin2(ϕ2 − ϕ1

2
) + cos(ϕ1) cos(ϕ2)sin2(φ2 − φ1

2
)]√ ) (13)

where ϕ1, ϕ2, and φ1, φ2 are latitudes and longitudes of the
locations, R is the radius of the earth in kilometers.
Subsequently, the optimal number of PMUs needed to
completely observe this grid are determined using the multi-
objective GA. This algorithm has been implemented using
MATLAB software. Also, the location of the PDC is
determined for maximizing the operational resiliency of the
SCNs over an operational time period of 5 years or 43,800 h.
No component redundancy is considered for the determination
of the PMU location. The parameters of the multi-objective GA
are set as: population size is 500, Pareto fraction is 0.35, and the
maximum generations is 1000. The Pareto front for the
optimization is shown in Figure 10. The results are reported
in Table 3.

The same locations for the PMUs and the PDC are used for
calculating the resilience metric for shared-wired and shared

FIGURE 9 | Grid connections in West Bengal (India) [17].
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hybrid topology. The three topologies are compared in terms of
resilience in Figure 11.

The results shown in Figure 11 indicate that adding
redundancy improves the operational resilience metric for the
dedicated-wired topology. In the case of shared-wired and shared
hybrid, redundancy decreases the resilience. Also, it is observed
that the operational resilience of shared-wired topology and
shared-hybrid topology is lower than that of the dedicated-
wired topology. The passive components used for the design
of the dedicated-wired networks have lower failure rates than the
active components used for the design of the shared topologies as
seen in Table 1. This is further justified by the high number of
failures of the components used for designing the shared
topologies shown in Table 2. Moreover, this should be
accepted with a bit of caution. The shared topologies provide
alternative paths for data communication in the event of the
failure of intermediate routers. However, the overall delay
increases, and the performance of the network degrades. The
proposed metric only considers the hardware performance, and a
more pragmatic result can be achieved by incorporating a means
for software failures. Next, the effect of operational time on the
resilience of the SCNs is plotted in Figure 12.

The resilience of the system increases as the operational time
increases for all the topologies. However, in the case of shared
topologies, the resilience of a network with component redundancy
is lower than the network without redundancy, when the operational
time increases beyond 5 years.When the operational time is less than
5 years, redundancy increases the resilience of the SCN. The
reduction in the resiliency after the inclusion of redundant
components is because of the operational time parameter present
in the resilience metric. When the operational time is taken as 20
million years, the failure frequency of the components used for
shared topologies decrease by half when redundancy is used whereas
for dedicated networks, redundancy decreases the failure frequency
by a factor of 20. Thus, for dedicated networks redundancy increases

FIGURE 10 | Pareto front for multi-objective GA.

TABLE 3 | Optimum location PMUs and the PDC.

Device Location Distance
from PDC (Kms)

PMU-I Farakka 242
PMU-II Jeerat-2 10.8
PMU-III Kolaghat-I 85
PMU-IV Arambagh-II 80.7
PMU-V Waria 25.2
PMU-VI Lakshmikantpur-II 26.8
PMU-VII Dalkhola 361.4
PDC Kasba 0.999037

FIGURE 11 | Operational resilience metric for the three topologies for the operational time of 5 years.
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the resiliency, whereas for shared topologies the operational time
plays an important role in the network resiliency as failure frequency
has reduced only by a factor of two for operational time of 20million
years. When the WAMS is planned with a shared topology for its
SCN, if the operational time is more than 5 years, component
redundancy is not necessary. With dedicated-wired topology,
using redundancy improves the network’s operational resilience.

CONCLUSION

SCN is an essential component of the WAMS, and its resilience is
necessary. In this work, an approach has been presented to analyze
the network resilience considering hardware failures in three
different topologies. The resilience metric has been derived and
was demonstrated with the case study of a practical power grid of
India. The PMUs were optimally placed, and their SCNs were
analyzed for resilience. The resilience of dedicated-wired
networks was the highest, and component redundancy further
improved the resilience. Shared networks can be employed

without redundancy if the operational time of the network is less
than 5 years. The paper presents a general approach for analysing
network resilience based on hardware failures. The software failures
in terms of data packets lost should be incorporated to get a refined
estimate of network resilience, which will be considered in future
work. Also, the effect of cyber-attacks on network resilience will be
considered in future work.
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