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In recent years, there has been an exponential increase in the generation and
accessibility of electronic healthcare data, often referred to as “real-world data”.
The landscape of data sources has significantly expanded to encompass traditional
databases and newer sources such as the socialmedia, wearables, andmobile devices.
Advances in information technology, along with the growth in computational power
and the evolution of analytical methods relying on bioinformatic tools and/or artificial
intelligence techniques, have enhanced the potential for utilizing this data to generate
real-world evidence and improve clinical practice. Indeed, these innovative analytical
approaches enable the screening and analysis of large amounts of data to rapidly
generate evidence. As such numerous practical uses of artificial intelligence in
medicine have been successfully investigated for image processing, disease
diagnosis and prediction, as well as the management of pharmacological
treatments, thus highlighting the need to educate health professionals on these
emerging approaches. This narrative review provides an overview of the foremost
opportunities and challenges presented by artificial intelligence in pharmacology, and
specifically concerning the drug post-marketing safety evaluation.

KEYWORDS

artificial intelligence, machine learning, pharmacological therapies, pharmacovigilance,
pharmacoepidemiology, real-world evidence

OPEN ACCESS

EDITED BY

Pantelis Natsiavas,
Institute of Applied Biosciences, Centre for
Research and Technology Hellas (INAB|
CERTH), Greece

REVIEWED BY

Severin Schricker,
Robert Bosch Hospital, Germany
Tim Hulsen,
Philips, Netherlands

*CORRESPONDENCE

Gianluca Trifirò,
gianluca.trifiro@univr.it

RECEIVED 15 December 2023
ACCEPTED 29 February 2024
PUBLISHED 18 March 2024

CITATION

Crisafulli S, Ciccimarra F, Bellitto C, Carollo M,
Carrara E, Stagi L, Triola R, Capuano A,
Chiamulera C, Moretti U, Santoro E, Tozzi AE,
Recchia G and Trifirò G (2024), Artificial
intelligence for optimizing benefits and
minimizing risks of pharmacological therapies:
challenges and opportunities.
Front. Drug Saf. Regul. 4:1356405.
doi: 10.3389/fdsfr.2024.1356405

COPYRIGHT

© 2024 Crisafulli, Ciccimarra, Bellitto, Carollo,
Carrara, Stagi, Triola, Capuano, Chiamulera,
Moretti, Santoro, Tozzi, Recchia and Trifirò. This
is an open-access article distributed under the
terms of the Creative Commons Attribution
License (CC BY). The use, distribution or
reproduction in other forums is permitted,
provided the original author(s) and the
copyright owner(s) are credited and that the
original publication in this journal is cited, in
accordance with accepted academic practice.
No use, distribution or reproduction is
permitted which does not comply with these
terms.

Frontiers in Drug Safety and Regulation frontiersin.org01

TYPE Review
PUBLISHED 18 March 2024
DOI 10.3389/fdsfr.2024.1356405

https://www.frontiersin.org/articles/10.3389/fdsfr.2024.1356405/full
https://www.frontiersin.org/articles/10.3389/fdsfr.2024.1356405/full
https://www.frontiersin.org/articles/10.3389/fdsfr.2024.1356405/full
https://www.frontiersin.org/articles/10.3389/fdsfr.2024.1356405/full
https://www.frontiersin.org/articles/10.3389/fdsfr.2024.1356405/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fdsfr.2024.1356405&domain=pdf&date_stamp=2024-03-18
mailto:gianluca.trifiro@univr.it
mailto:gianluca.trifiro@univr.it
https://doi.org/10.3389/fdsfr.2024.1356405
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/drug-safety-and-regulation
https://www.frontiersin.org
https://www.frontiersin.org/journals/drug-safety-and-regulation
https://www.frontiersin.org/journals/drug-safety-and-regulation#editorial-board
https://www.frontiersin.org/journals/drug-safety-and-regulation#editorial-board
https://doi.org/10.3389/fdsfr.2024.1356405


1 Introduction

Over the past years, there has been a significant surge in the
generation of routinely collected electronic data, commonly referred
to as “real-world data” (RWD), and this trend is expected to
continue in the coming years.

Today, in addition to traditional data sources (e.g., claims databases,
electronic health records–EHR -, drug and disease registries, and
spontaneous reporting system databases), RWD come from sources
that have not been deeply explored so far, including social media
platforms, as well as wearable and mobile devices. All of this resulted
into the swift generation of RWD, which are heterogeneous in terms of
complexity, completeness, granularity, and quality and are often
unstructured, thus requiring innovative analytical approaches to be
analyzed and generate evidence (Crisafulli et al., 2023). Recent advances
in information technology (IT) have enabled large-scale data
infrastructures setting up, allowing large volume of electronic data to
be securely aggregated, stored, shared, and analyzed. The increasing
computational power in terms of performance, speed, and storage, as
well as the development of innovative analytical approaches, based on
bioinformatics tools and artificial intelligence (AI) or machine learning
(ML) techniques, are expanding the possibilities for exploring
unstructured data (Haug and Drazen, 2023). The exponentially
increased generation of healthcare data provides a promising avenue
for the development and application of AI methodologies aimed at
improving clinical practice and the quality of care (Liu et al., 2021;
Trifirò and Crisafulli, 2022).

AI is a wide branch of computer science aimed at developing
smart machines using predictions and automation to perform
tasks typically requiring human intelligence (International
Business Machines Corporation, 2023a). ML is a type of AI
focusing on the use of data and algorithms to emulate the way
that humans learn, gradually improving its own accuracy
(International Business Machines Corporation, 2023b). Deep
learning (DL) is a part of ML, based on the use of neural
networks of more than three layers, many times related with
representation learning (International Business Machines
Corporation, 2023c). The use of DL models to create texts,
images, and other content by leveraging information from
training datasets is referred to as generative AI. The
applications of this type of AI in the healthcare sector are
developing fast, and in the near future, such models (e.g.,
large language models–LLMs) may play a role in analyzing
different types of data, including medical imaging and RWD,
protein structure prediction, clinical documentation, diagnostic
assistance, clinical decision support, and drug design (Shaban-
Nejad et al., 2023). However, to date, generative AI has
unpredictable fluctuations in terms of quality and accuracy, as
well as some ethical issues that could limit its full application in
the healthcare sector, thus highlighting the need for human
supervision (Zhang and Kamel Boulos, 2023). In this regard,
to improve generative AI, the concept of “constitutional AI”
emerges as a crucial concept focused on guaranteeing that AI
activities conform to the legal and ethical principles outlined in
National Constitutions or other legal documents.

The evolution of Big Data and the increasing awareness of
their potential to support public health and regulatory decision-
making processes are leading to a growing interest from

regulatory agencies in generating real-world evidence using AI
approaches to analyze Big Data. In this regard, the Heads of
Medicines Agencies (HMA) and the European Medicines Agency
(EMA) developed a joint task force on Big Data, which
formulated several recommendations, including the
establishment of a platform to access and analyze healthcare
data across Europe and the building of computing capacity to
analyze Big Data using advanced analytics and AI (Heads of
Medicines Agencies and European Medicines Agency, 2018).
Based on these recommendations, at the beginning of 2022,
the EMA established a Coordination Center for the Data
Analysis and Real-World Interrogation Network (DARWIN
EU®), aimed at providing evidence on the use, safety, and
effectiveness of medicines using European real-world
healthcare databases (European Medicines Agency, 2022).

The increasing use of advanced analytics and AI in medicine
highlights the need to train health professionals by developing
specific training curricula covering such emerging issues
(Crisafulli S et al., 2022). Nowadays, the use of AI and ML
techniques finds several applications in medicine, encompassing
image processing, disease diagnosis, and prediction, as well as
the management of chronic diseases and of pharmacological
therapies. Current evidence suggests that AI-based
conversational agents may be helpful for several chronic
diseases (e.g., heart failure, asthma, Alzheimer, Parkinson,
depression, and diabetes) by developing specialized chatbots
(Singareddy et al., 2023). These tools are also increasingly
being integrated with remote outpatient monitoring,
especially for home therapies and follow-ups, thus facilitating
the reporting of adverse events. Furthermore, the integration of
chatbot technology into clinical practice may lead to cost
reduction, improved patient outcomes, and higher treatment
compliance rate (Xu et al., 2021; Chen et., 2023).

The aim of this narrative review is to provide an overview of the
main opportunities and challenges of AI applications to all the
phases of a medicine lifecycle, with a specific focus on drug post-
marketing safety evaluation.

2 Artificial intelligence for drug
discovery and repurposing, clinical
trials, and digital therapeutics
development

The main applications of AI techniques in pharmacological
research range from drug discovery and repurposing, clinical
trials, precision medicine, and the post-marketing surveillance of
drugs (Figure 1).

AI can be applied to different stages of the drug discovery process,
where it can accelerate high-throughput screening (HTS), identify new
biological targets, and predict the bioactivity of new drugs (Parvatikar
et al., 2023). Such applications gain particular importance, especially
concerning healthcare emergencies such as the antibiotic resistance
(Wencewicz, 2019; World Health Organization, 2020). The application
of ML methods can support computational tools in accelerating the
discovery of new antibiotics by analysing large chemical and
biographical datasets to design new molecules with antimicrobial
activity, optimize already known drugs, as well as identify new
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antimicrobial resistancemarkers (CesaroA et al., 2023). The application
of ML techniques to rapidly screen multiple chemical libraries allowed
the discovery of halicin (Stokes et al., 2020) and abaucin (Liu et al.,
2023), two antibiotics which are able to inhibit the growth of Escherichia
coli and Acinetobacter baumannii, respectively, in murine models.
These pathogens are included in the World Health Organization’s
list of antibiotic-resistant “priority pathogens”.

Furthermore, there is a growing trend toward digitizing the
management and conduction of clinical trials, which are rapidly
transitioning toward decentralization (Thomas and Kidziński, 2022).
Decentralized clinical trials are studies reducing or eliminating the need
for patients to physically reach the sites in which the trial is conducted,
thus allowing patients access to trials irrespective of their geographic
location (Subbiah, 2023). This includes the development of digital
platforms (e.g., apps and wearable devices), the integration of clinical
trial management systems and EHRs, as well as progress in digital
health technologies (e.g., electronic diaries collecting electronic patient-
reported outcomes, smartphones), which allow some health
assessments to be remotely performed in participants’ homes
(i.e., digital endpoints) (Sehrawat et al., 2023; Subbiah, 2023). The
use of such technologies for the conduction of clinical trials has the
advantages of providing a higher amount of high-quality data, avoiding
bias related to manual data collection, reducing the dropout rate, and
enhancing the enrollment of patients (Thomas and Kidziński, 2022).

AI can support the conduct of RCTs by generating synthetic
data, which are data produced by algorithms trained to learn the

features of real-world datasets (Van Le et al., 2023). The so-called
“digital patients” are virtual copies of real patients which are created
based on clinical and genomic data collected in real-world data
sources. The generation of synthetic cohorts to be used as control
arms holds promise to accelerate clinical research in those fields
where the conduction of such studies is limited by ethical and/or
feasibility issues, such as rare diseases and pediatric diseases in
general (D’Amico et al., 2023).

Due to their ability to apply learning strategies built upon
classification or pattern recognition to both biological and healthcare
data, AI algorithms are increasingly used to generate patient-level
prediction models for diagnosis, personalized therapeutic intervention,
and prognosis (Reps et al., 2018; Uddin et al., 2019). This is particularly
useful in oncology, where AI technologies can be used to examine omics
data (e.g., proteomics, genomics, metabolomics, and epigenomics),
aiming to identify diagnostic and prognostic biomarkers, detect
genetic and molecular alterations, predict therapeutic outcomes, and
develop targeted medicines (Picard et al., 2021).

Similarly, the considerable amount of RWD and the development
of advanced AI techniques are boosting drug repurposing research,
especially in the field of rare diseases, which can benefit from these
analytical approaches in discovering new relationships among various
types of biological entities and drugs already approved for other
therapeutic indications (Fetro and Scherman, 2020; Liu et al., 2021;
Yang et al., 2022). One of the first experiences of the application of AI
techniques for the identification of potential treatments for rare diseases

FIGURE 1
Main applications of Artificial Intelligence technologies in pharmacology.
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is IBM Watson®, a cognitive computing technology that includes
medical literature, patents, genomic, chemical, and pharmacological
data to make new connections in millions of pages of text. This tool has
been applied to some pilot studies, facilitating a more rapid
identification of new drug candidates and new drug targets by
harnessing the potential of Big Data (Chen et al., 2016). Similarly,
the Hugh Kaul Institute for Precision Medicine has created
mediKanren, an AI-based platform that, using knowledge graphs,
allows to efficiently link all relevant literature and databases to
identify drugs, genetic targets, and, ultimately, potentially relevant
therapeutic options for rare diseases (Foksinska et al., 2022).

AI may play a pivotal role in the development and utilization of
digital therapeutics (DTx), providing a personalized and data-driven
approach to patient care. A DTx is a health software intended to treat
or alleviate a disease, disorder, condition, or injury by generating and
delivering a medical intervention that has a demonstrable positive
therapeutic impact on a patient’s health (Crisafulli et al., 2022).

AI may contribute significantly to their research, development,
and clinical use in different ways:

• Personalization of treatments: AI can analyze individual data,
such as medical history and lifestyle habits, to personalize
treatments and maximize their effectiveness.

• Real-time monitoring: AI-enabled devices can collect real-
time data from patients, enabling constant monitoring and
immediate adjustment of treatments and, in some cases,
creating a closed-loop therapeutic system.

• Evidence-based therapies: AI can analyze huge amounts of
clinical data to identify the most effective treatments, ensuring
that DTx are based on sound scientific evidence.

• Improved adherence: AI-based applications can motivate
patients to follow their treatments more consistently
through personalized monitoring, reminders, and feedback.

In conclusion, AI is about to play a critical role in the present and
future of Digital Therapeutics, improving patient outcomes, reducing
healthcare costs, and making personalized healthcare accessible to a
broader population. This synergy between technology and healthcare is
transforming the way we approach wellness and treatment, creating a
more patient-centric and efficient healthcare ecosystem (Recchia and
Gussoni, 2023). However, to date the European regulatory framework
pertaining to DTx is still in its early stages, highlighting the need for ad
hoc regulations aimed to assess these tools and guarantee their safety as
well as the integrity of the data collected. Considering that the use of
DTx will rapidly enter into clinical practice, post-marketing safety
surveillance needs to be meticulously implemented to promptly
identify potential safety issues, also by promoting the collection and
analysis of real-world data (Crisafulli et al., 2022).

3 Main challenges of artificial
intelligence for the management of
pharmacological therapies

3.1 Prerequisites

The integration of AI in healthcare presents several challenges in
developing and validating solutions to ensure reliability and

generalizability across different populations (Table 1) (Futoma et al.,
2020). One of the key challenges in implementing AI-based approaches is
the availability of suitable data (Vamathevan et al., 2019), mainly due to
issues related to data quality as well as data privacy and sharing.
Healthcare data are frequently limited, inconsistent, or of poor quality
(Blanco-González et al., 2023). In pivotal clinical trials, AI may need to
navigate through a complex network of heterogeneous (e.g., multimodal
data and multisite variability) and fragmented data (i.e., data stored in
separate databases or platforms, discrepancies in data recordingmethods,
units, and formats) (Blanco-González et al., 2023). The inherent
complexity and heterogeneity of healthcare data can pose significant
challenges for the development of AImodels. Consequently, anAI system
that performs well with a particular group of patients may not exhibit the
same level of performance when applied to a different healthcare context.
To address these challenges, it is essential to promote data harmonization
and the development of AI models with large, representative, multicenter
datasets. Indeed, most AI publications available are based on data
from single centers without external validation. Especially for
pharmacovigilance and pharmacoepidemiological research, the
establishment of distributed data networks and the development of
federated learning techniques, where data does not need to be shared
but the algorithms are applied on local data, may help overcome such
issues. However, such infrastructures also present some challenges for the
application of AI techniques, mainly arising from practical data-related
aspects, including the types of data sources used, the degree of
standardization across different sites, and the granularity of data
sharing among these sites (Gini et al., 2020). Examples of distributed
data networks for pharmacovigilance and pharmacoepidemiological
research include the European Health Data and Evidence Network
(EHDEN) (European Health Data Evidence Network, 2024) and the
Observational Health Data Sciences and Informatics (OHDSI)
Collaborative (Hripcsak et al., 2015) in Europe, as well as the Sentinel
System in the United States (Ball et al., 2016) and the Canadian Network
for Observational Drug Effect Studies (CNODES) in Canada (Suissa
et al., 2022).

Furthermore, research in the field of AI is usually the result of studies
on retrospective data and is rarely prospective. Given these limitations, it
is important that the performance of such systems is validated not only
statistically but also from a clinical perspective. For instance, the use of AI
to calculate personalized drug dosages based on variables such as age, sex,
weight, and health conditions must also account for genetic variability
and the biological complexity that a patient populationmight exhibit in a
specific clinical context (Futoma et al., 2020). Therefore, it is imperative
that the performance of such systems is validated not only statistically
but also from a clinical perspective. A thorough evaluation of the real-
world clinical effectiveness and applicability of AI systems requires the
implementation of an external validation process, utilizing sufficiently
large datasets sourced from institutions different from those contributing
to the model’s training data (Debray et al., 2015). Establishing standards
and protocols for clinical validation assures that these technologies meet
the required standards for patient care without posing undue risks.

3.2 System architecture and design

Since the reasoning behind AI algorithms’ predictions is not
straightforward, the interpretability and transparency of these
systems hold crucial significance, especially for pharmacological
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research, where discerning the factors influencing the safety and
efficacy of treatments is essential.

To make informed decisions ensuring patient safety and
treatment effectiveness, physicians need to understand the
clinical basis of AI recommendations for drug dosages,
treatment choice, or outcome prediction. As such, AI systems
in pharmacology should clearly indicate the data sources used and
explain how these sources influence their conclusions.
Transparency is integral to building trust among clinicians and
integrating AI tools into clinical settings. The system architecture
should thus incorporate mechanisms for interpretability and
transparency at its core, such as rationale visualization
interfaces illustrating the AI decision-making processes for
clinicians in an accessible format. Additionally, ensuring the
traceability of data sources is critical, allowing every AI-
generated recommendation to be linked back to its original data
and confirming the validity and relevance of the information used.

3.3 Implementation

The implementation of AI technologies in healthcare raises
substantial ethical and legal concerns. Questions surrounding data
privacy, consent, and security are paramount, especially given the
sensitivity of health-related data (Dalton-Brown, 2020). At both the
global (e.g., pharmacovigilance) and individual patient levels, the

handling of sensitive data must adhere to stringent data privacy
regulations. AI systems must comply with relevant governance
frameworks and legal provisions safeguarding data privacy and
integrity, such as the General Data Protection Regulation (GDPR) in
Europe, the Health Insurance Portability and Accountability Act
(HIPAA) in the United States of America, and the Personal
Information Protection Law (PIPL) in China, among others.

In this regard, the European Union is about to enact the AI Act,
introducing harmonized regulations for AI and establishing a risk-
based classification system for its applications. Under this act, a
significant number of healthcare-related AI applications will be
categorized as “high-risk” due to their considerable implications
for individuals’ wellbeing and fundamental rights. This high-risk
designation implies stringent obligations, including but not limited
to, undergoing conformity assessments, maintaining comprehensive
documentation, and fulfilling registration requirements. As the AI
landscape navigates these comprehensive regulations, it will be
crucial for developers and stakeholders to strategize effectively to
mitigate challenges such as increased costs, prolonged development
cycles, and the heightened complexity of introducing AI products to
the market. These factors could potentially slow the pace of AI
innovation, emphasizing the need for a balanced approach that
safeguards public interests while fostering technological
advancement (European Union, 2024).

Furthermore, the decision-making transparency of AI models,
especially in clinical settings, is crucial to guarantee the ethical use of

TABLE 1 Main challenges and opportunities in implementing artificial intelligence in pharmacological therapies.

Opportunities

Drug discovery and development AI can significantly accelerate the process of drug discovery, identifying potential candidates more rapidly and efficiently than
traditional methods

Personalized medicine AI can analyze complex datasets to identify patterns, enabling more personalized and effective treatments tailored to individual
patient profiles

Predictive analytics AI can predict diagnoses, clinical outcomes, or behaviors (e.g., adverse drug reactions, drug interactions, adherence to
pharmacological treatments), improving patient safety and therapy effectiveness

Enhanced decision support AI can assist healthcare professionals in making more informed decisions by providing comprehensive, data-driven insights

Cost reduction In the long term, AI can reduce costs by optimizing treatment regimens, minimizing adverse effects, and reducing the need for
expensive diagnostic tests

Continuous learning and improvement AI systems can continually learn from new data, leading to ongoing improvements in pharmacological treatment strategies and
patient outcomes

Challenges

Data quality and availability AI models require large amounts of high-quality, diverse, and representative data. In pharmacology, access to such datasets can be
limited due to patient privacy and data sharing concerns

Model transparency and interpretability AI, and especially deep learning, often rely on black box models. This lack of transparency can be a significant issue in clinical
settings where understanding the basis for a model’s decision is crucial

Regulatory and ethical challenges Navigating the complex regulatory landscape for AI applications in healthcare is challenging. Ethical considerations, such as bias in
data leading to unequal treatment recommendations, also need to be addressed

Integration with already existing systems To be effective, AI algorithms must be integrated with existing pharmacological systems. This can be a major challenge due to the
complexity of existing systems and the need to ensure compatibility with different data formats and standards

Skills and training Training researchers and healthcare professionals to effectively use and interpret AI-based tools is essential for their successful
adoption

Cost and resource constraints Developing and implementing AI solutions can be resource-intensive. This includes costs related to computing infrastructure, data
storage, and ongoing maintenance

Abbreviations: AI = Artificial intelligence.
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data and to build trust among healthcare professionals and patients
(Couture et al., 2023). Legal frameworks contemplating
responsibility and accountability in the event of incorrect
functioning of AI systems are also imperative to protect interests
and secure redressal mechanisms. Obtaining informed consent in
the context of AI is challenging but necessary, guaranteeing that
patients and participants are adequately informed about how AI will
be utilized in their care or in research contexts (Dalton-Brown,
2020). At the same time, the consent mechanism creates a selection
among patients who provide data, potentially leading to biases in the
final algorithm (Woolf et al., 2000). Regarding AI-based clinical
trials (including decentralized clinical trials, where technology
facilitates remote monitoring and data collection from
participants in their usual environments), it is indispensable to
consider ethical aspects related to ensuring equitable participant
recruitment, maintaining data integrity, and granting participant
autonomy and confidentiality (Thomas and Kidziński, 2022).
Generally, there is still no consensus on the governance
mechanism that should address these ethical issues, whether it be
private actors and corporations or public institutions to supervise
the ownership, sharing, and use of patient data in the context of
pharmacological therapy and, more broadly, for the implementation
of AI systems (Dalton-Brown, 2020). Recently, the FDA published
two discussion papers focused on the development of drug and
biological products and on the regulatory framework for
modifications to AI-based software as a Medical Device (SaMD)
(Food and Drug Administration, 2023a; Food and Drug
Administration, 2023b). The regulatory relevance of AI is already
tangible: in 2021, over 100 drug and biological product applications
submitted to the FDA included AI components (Crisafulli S et al.,
2022; Liu et al., 2023). The aim of the papers is to stimulate
discussions among different stakeholders, including
pharmaceutical companies, ethicists, academia, patients,
regulatory agencies, and other authorities worldwide. The
dialogue focuses on utilizing AI technologies in drug and
biological product development, including the development of
medical devices intended to be used with drugs, to help inform
the regulatory landscape in this area. The establishment of a
regulatory landscape is key to allowing further development of
these powerful innovations and, ultimately, enabling their actual
implementation in healthcare.

Barriers of an economic nature, including challenges related to
the development and reimbursement for DTx and AI-driven
interventions, may also hinder the adoption of AI in
pharmacological therapy management. Developing, validating,
and implementing AI solutions require substantial investments in
technology, training, and possibly re-engineering of existing systems
and processes. This is why clarity in the regulatory landscape and the
expected requirements for the final product developed are key steps
to allow for innovation and related investments. In addition,
concerns about environmental sustainability have recently been
raised. The energy and the massive computation required to
produce and process vast amounts of data significantly impacts
the environment, due to the non-renewable energy used to fuel
modern data processing hardware. Furthermore, the unsustainable
extraction of minerals for technology components and the disposal
of electronic waste are aspects to be considered to avoid negative
environmental impacts (Strubell et al., 2020; Samuel et al., 2022).

Ensuring equal access to AI-driven healthcare interventions is
also crucial to avoid exacerbating existing healthcare disparities, and
to preclude the inadvertent sidelining of underrepresented groups
(Abràmoff et al., 2022). Sustained investments in AI technologies,
tailoring AI systems to cater to diverse populations, cultures,
languages, and healthcare contexts, and implementing AI systems
in low- and middle-income countries would contribute to reducing
global health disparities (Singh et al., 2020). Addressing these
challenges in an integrated, ethical, and accessible manner is
pivotal to fully realizing the potential of AI in enhancing
pharmacological therapies and wider healthcare outcomes.

3.4 Integration with existing systems

Another issue lies in creating and developing AI systems
capable of continuous learning and adaptation to evolving
clinical landscapes and patient needs, by employing
architectures that facilitate the scalability and adaptability of
these systems. The approach should involve a constant and
systematic update with the most recent information on
medications, clinical studies, and guidelines (Food and Drug
Administration, 2023a). The updated pharmacological data
should be smoothly integrated with other existing healthcare
IT infrastructures (e.g., EHRs and clinical decision support
systems) in a secure and structured workflow. Indeed, AI
systems should seamlessly interact with such infrastructures
and other healthcare management tools for optimal
functionality and user acceptance, representing a challenge for
the existing technological infrastructures that are not designed
for continuous updates. (Singh et al., 2020). Integration
challenges also include verifying that healthcare professionals
can adeptly navigate and utilize AI tools, highlighting the need
for comprehensive training and change management strategies to
facilitate technological transitions (Holland Brown and Bewick,
2023). To achieve these objectives, digital literacy among
healthcare professionals and patients should be enhanced to
support the effective use of user-friendly AI technologies,
ensuring they are accessible to all users, regardless of their
technical proficiency (Holland Brown and Bewick, 2023). In a
future-oriented perspective, AI will likely change the way
healthcare assistance is organized, and easy-to-navigate
technologies are expected to improve healthcare professionals’
capabilities rather than replace them. Indeed, the correct
interpretation of the data and of the results yielded by AI
tools still requires human supervision to avoid errors and
ensure responsible, ethical, and effective AI development and
deployment.

4 Artificial intelligence in
pharmacovigilance

The application of AI in pharmacovigilance represents a turning
point in drug safety surveillance and management, with a potential
impact in speeding up the detection and analysis of safety signals in a
timely and effective manner. The use of advanced methodologies,
including ML techniques, as well as the access to large amounts of
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electronic health data are increasingly improving and have the
potential to accelerate the assessment of the risk-benefit profile of
drugs in the real-world setting. In recent years, public health
emergencies, such as the COVID-19 pandemic, as well as the
marketing of innovative therapies (e.g., advanced therapy
medicinal products, DTx, and vaccines based on advanced
technologies) with accelerated approval highlight the importance
of proactive surveillance, and the need to rapidly generate safety
post-marketing data, identifying and preventing serious risks
(Trifirò and Crisafulli, 2022).

The main AI methodologies supporting pharmacovigilance
activities include natural language processing (NLP) and text
mining techniques, which can extract useful information from
large streams of data from structured and unstructured sources,
identifying patterns and correlations that would otherwise be
difficult to determine through conventional methods (Marella
et al., 2017; Evans et al., 2020). Yang and others demonstrated
that the application of a DL model to free-text narrative of hospital
safety event reports improved the accuracy of the identification of
allergic reactions. Indeed, as compared with traditional approaches,
the DL model identified 24% more cases of confirmed allergic
reactions and reduced the need for manual review by 64% (Yang
J et al., 2020).

Although such technologies are not routinely used for
pharmacovigilance activities, they have shown a promising role
in collecting information on adverse drug reactions (ADRs) and
drug-drug interactions from various textual sources (Bouzillé et al.,
2019; Ben Abacha et al., 2015), supporting researchers and clinicians
in monitoring drug safety (Wong et al., 2018) and assessing the
causality of drug events in individual case safety reports (ICSRs)
(Comfort S et al., 2018).

The application of AI in pharmacovigilance is also paving the
way for a more personalized approach to patient safety evaluation by
enabling the identification of clusters of adverse events that
represent syndromes attributable to drugs and the prediction and
prevention of ADRs through the creation of RWD-based predictive
models (Bate and Hobbiger, 2021), and the estimation of potential
risks associated with the use of drugs, ultimately helping health
professionals make informed decisions (Dewulf P et al., 2021). In
this regard, Wang et al. developed a knowledge graph by applying
ML techniques to the biomedical literature databases, to discover
potential antineoplastic-related ADRs based on biomarkers. This
tool is able to identify relationships among four types of nodes
(i.e., tumor, biomarker, drug, and ADR). Using the example of
osimertinib, the authors demonstrated that this model achieved high
accuracy in discovering both known and potentially new ADRs, thus
providing oncologists with the opportunity to quickly predict the
susceptibility of patients to antitumoral-related ADRs (Wang M
et al., 2021). Furthermore, ML and DL techniques have been also
extensively used for the automated detection and prediction of
ADRs using social media, which, however, pose several
challenges for the application of AI techniques, including the
sparseness of adverse drug events, and the unstructured texts of
social media posts (Huang et al., 2022). Advances in AI increasingly
allow us to effectively overcome these issues. For example, the use of
different techniques to address data imbalances (e.g., resampling
and ensemble learning), and data heterogeneity (e.g., feature
selection), as well as the application of a DL-based approach

adopting the Bidirectional Encoder Representations from
Transformers (BERT) model to Twitter were found to be
effective in enhancing ADR prediction using social media
(Huang et al., 2022).

Given that information on potential ADRs is mostly hidden in
EHRs, the scientific literature reports many experiences in which
ML models were able to capture such data from these sources,
allowing more accurate classification of patients, minimization of
risks, better care of patients as well as easier management of
complex therapies.

Therefore, ML can be used to identify populations at high risk of
developing ADRs, determine the severity of ADRs (Routray et al.,
2020), as well as accurately identify patients most susceptible to the
toxic effects of specific medicines (Correia Pinheiro L et al., 2020). A
clear application of ML to achieve these objectives is AwareDX, a
pharmacovigilance algorithm using pharmacogenomic data to
predict the sex-specific risk of experiencing ADRs (Chandak and
Tatonetti, 2020). This algorithm assessed whether a drug-ADR pair
has a sex-significant risk in three steps: 1) computation of propensity
scores for each patient to minimize bias and confounding; 2)
construction of sex-balanced cohorts for each subpopulation of
drug users, and 3) application of disproportionality analysis to
the balanced cohorts to quantify the sex-related risk of drug-
related ADR. Applied to the FDA Adverse Event Reporting
System (FAERS) database, AwareDX was able to identify sex-
specific ADRs, many of which were previously unknown. In this
way, this model may be helpful for minimizing ADRs associated
with specific drugs by tailoring drug prescribing and dosing to
patients’ sex (Chandak and Tatonetti, 2020).

However, more experiences and applications of AI in
pharmacovigilance and post-marketing drug safety monitoring
are needed before these methods can be validated and promoted
for widespread use.

When used properly and in line with current pharmacovigilance
best practice requirements, AI tools can effectively support the
acquisition, transformation, analysis, and interpretation of large
amounts of pharmacovigilance data; therefore, these systems
could follow the same regulatory pathways of other
pharmacological interventions and healthcare devices.

5 Artificial intelligence in
pharmacoepidemiology

In recent years, AI has also emerged as a powerful tool for
pharmacoepidemiological research, where it can help address
challenges such as data complexity, scale, and the need for real-
time analysis. AI algorithms can rapidly and accurately analyze a
wide range of real-world data sources (e.g., claims databases, EHR,
and drug/disease-specific registries) and distributed database
networks to identify patterns and relationships that would be
challenging or impossible to detect using traditional
epidemiological methods (Wong et al., 2022).

AI, and ML in particular, can significantly aid in conducting
several activities pertaining the conduction of
pharmacoepidemiological studies, including phenotyping, causal
inference, the prediction of diagnosis and clinical response, and
the conduction of drug utilization analyses.
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In pharmacoepidemiology, a “phenotype” is a measurable
biological, behavioral, or clinical marker of a condition or
disease, that can be identified by applying computerized
algorithms to a defined set of health data. Although such
algorithms are usually developed by experts based on their
knowledge of the clinical condition under study, the data driven
approach of ML algorithms can be useful to explore a large number
of clinical features, allowing the identification of potentially latent
associations, or predictors, as well as the development of new
phenotypes (Liu et al., 2021).

Similarly, ML models are increasingly used to address
imbalances in risk factors between the study cohorts and for the
evaluation of causal effects in observational studies performed on
healthcare databases. The theoretical benefits of employing ML
models lie in their automated processes that eliminate the necessity
for researcher-defined covariate selection, as well as in the flexible
modeling of non-linear effects and interactions (Karim et al.,
2018). As compared to traditional pharmacoepidemiological
approaches, AI models, such as artificial neural networks,
random forest algorithms, and Hybrid-least absolute shrinkage
and selection operator (LASSO), were found to provide less biased
estimates of the propensity scores (Webster-Clark et al., 2021;
Rassen et al., 2023), as well as to yield better performances for the
identification of confounders within the framework of high-
dimensional propensity scores (Schneeweiss et al., 2009; Karim
et al., 2018).

Another application of AI in pharmacoepidemiology concerns
the prediction of diagnoses or clinical outcomes using large-scale,
real-world data sources. ML can be used to develop accurate
prognostic models using historical data to forecast health
outcomes, through the identification of latent and complex
associations among a large number of clinical features. Such
models play a key role in helping clinicians plan early
interventions and make informed decisions. A considerable
number of examples of ML-based prediction models relying on
claims databases are reported in the scientific literature, including
models for the prediction of the diagnosis of rare diseases (Ong et al.,
2020; Hyde et al., 2023), models for the prediction of disease activity
(Norgeot et al., 2019), as well as models to forecast the risk of
different clinical events, such as penicillin allergy (Gonzalez-Estrada
et al., 2024), suicidal behavior (Simon et al., 2024), hospital
readmissions (Huang et al., 2021), and healthcare costs (Vimont
et al., 2022).

Within this context, ML and data mining techniques can be
effectively used also to predict drug utilization and guide clinical
decisions for improving health outcomes and the quality of care
(Huang et al., 2021).

In particular, the application of a random forest model on a
claims database was used to predict variations in treatment patterns
in patients affected by epilepsy, providing good predictive power.
More recently, analyzing electronic medical records, Liu et al.
demonstrated that, compared with the logistic regression model,
the random forest algorithm yielded a better performance in
predicting the switch of disease-modifying agents among patients
with multiple sclerosis (Li et al., 2023).

Lastly, ML models can be used to identify predictors of treatment
persistence and adherence and the prediction of medication
adherence thresholds. As an example, Hackshaw et al. used a

random forest algorithm on claims databases to identify younger
age and higher comorbidity index as predictors of pazopanib
persistence and adherence in naïve patients (Hackshaw et al.,
2014). Similarly, a Bayesian network was used to compare and
evaluate potential predictors of adherence and symptom remission
within a cohort of schizophrenic patients treated with paliperidone
palmitate as compared to those receiving other atypical oral
antipsychotics (Anderson et al., 2017). In addition, the application
of a Bayesian random survival forest model to the Medicaid claims
database allowed the identification of adherence thresholds for
optimal discrimination of hospitalization risk in patients with type
2 diabetes (Lo-Ciganic et al., 2015).

As AI technologies evolve, ongoing research and collaboration
are essential to harness their full potential and address the challenges
associated with their implementation for the conduction of real-
world studies.

6 Conclusion

In the near future, AI technologies are expected to be increasingly
used in supporting healthcare activities as well as all the phases of the
medicinal products lifecycle. The exponential growth of big data
infrastructures and the availability of advanced technologies based
on AI are enabling the collection, transformation, analysis, and
interpretation of this large volume of data for timely and reliable
evidence generation with the final goal of improving clinical practice
and quality of care and ensuring patients’ safety. The advancement of
AI-driven technologies signifies a paradigm shift, especially evident in
the enhanced precision of diagnostic procedures, the post-marketing
safety evaluation, the personalization of therapeutic approaches, and
the deepening of our understanding of complex disease pathways. In
such rapidly changing scenarios, humans have a central and
indispensable role in the proper and ethical use of these
technologies and in the correct interpretation of the evidence
generated, highlighting the need to train health professionals on
such emerging issues. In this regard, as AI technologies continue to
rapidly evolve, it is crucial that healthcare stakeholders and end-users
keep a balance between AI efficiency and control, thus ensuring a
responsible AI implementation in pharmacological research. Especially
in the field of pharmacovigilance and pharmacoepidemiological
research, the implementation of privacy-preserving techniques (e.g.,
differential privacy, federated learning, and homomorphic encryption)
can help protect sensitive data and preserve individuals’ privacy rights
in AI applications. These techniques enable data to be used for training
AI models without exposing sensitive information to unauthorized
parties. Lastly, the forthcoming years will be critical in shaping
regulatory policies and research trajectories that embrace these
innovations while upholding the highest standards of ethical and
clinical practice.
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