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Several lines of research have documented early-latency non-linear response interactions 
between audition and touch in humans and non-human primates. That these effects have been 
obtained under anesthesia, passive stimulation, as well as speeded reaction time tasks would 
suggest that some multisensory effects are not directly infl uencing behavioral outcome. We 
investigated whether the initial non-linear neural response interactions have a direct bearing 
on the speed of reaction times. Electrical neuroimaging analyses were applied to event-related 
potentials in response to auditory, somatosensory, or simultaneous auditory–somatosensory 
multisensory stimulation that were in turn averaged according to trials leading to fast and 
slow reaction times (using a median split of individual subject data for each experimental 
condition). Responses to multisensory stimulus pairs were contrasted with each unisensory 
response as well as summed responses from the constituent unisensory conditions. Behavioral 
analyses indicated that neural response interactions were only implicated in the case of trials 
producing fast reaction times, as evidenced by facilitation in excess of probability summation. 
In agreement, supra-additive non-linear neural response interactions between multisensory 
and the sum of the constituent unisensory stimuli were evident over the 40–84 ms post-
stimulus period only when reaction times were fast, whereas subsequent effects (86–128 ms) 
were observed independently of reaction time speed. Distributed source estimations further 
revealed that these earlier effects followed from supra-additive modulation of activity within 
posterior superior temporal cortices. These results indicate the behavioral relevance of early 
multisensory phenomena.
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Despite this shift in how sensory processing is considered to be 
organized (Foxe and Schroeder, 2005; Ghazanfar and Schroeder, 
2006; Wallace et al., 2004), a challenge remains regarding whether 
there are direct links between early, low-level multisensory inter-
actions and behavioral indices of multisensory processing. The 
case of auditory–somatosensory (AS) multisensory interactions 
is promising with regard to addressing this issue because it has 
been thoroughly investigated using relatively rudimentary stimuli 
(i.e., meaningless sounds and vibrotactile or electrocutaneous 
stimulation) in both humans and non-human primates with ana-
tomic (Cappe and Barone, 2005; Cappe et al., 2009; Hackett et al., 
2007a,b; Smiley et al., 2007), electrophysiologic (Brett-Green et al., 
2008; Foxe et al., 2000; Fu et al., 2003; Gonzalez Andino et al., 2005; 
Lakatos et al., 2007; Murray et al., 2005b; Schroeder et al., 2001, 
2003), and hemodynamic methods (Beauchamp et al., 2008; Foxe 
et al., 2002; Kayser et al., 2005). One consistency is that convergence 
and non-linear interactions occur within the initial temporal stages 
of cortical processing (i.e., within 50–100 ms post-stimulus) and 
involve belt regions of auditory cortex adjacent to primary cortices. 

INTRODUCTION
Multisensory interactions have been documented across the ani-
mal kingdom as well as across varying pairs of sensory modalities 
and can serve to enhance perceptual abilities and response speed 
(Calvert et al., 2004; Driver and Spence, 2004; Stein and Meredith, 
1993; Stein and Stanford, 2008; Welch and Warren, 1980) as well as 
learning (Lehmann and Murray, 2005; Murray et al., 2004, 2005a; 
Shams and Seitz, 2008). With increasing neuroscientifi c research 
in this domain, there is now abundant anatomic and functional 
evidence that multisensory convergence and non-linear interac-
tions can occur during the initial post-stimulus processing stages 
as well as within regions hitherto considered solely unisensory in 
their function, including even primary cortices (Calvert et al., 1997; 
Cappe and Barone, 2005; Falchier et al., 2002; Foxe et al., 2000; 
Giard and Peronnet, 1999; Hall and Lomber, 2008; Kayser and 
Logothetis, 2007; Rockland and Ojima, 2003; Wang et al., 2008). 
It is worth noting that these kinds of effects do not preclude addi-
tional effects at later stages and within higher-order brain regions 
(Driver and Noesselt, 2008).
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These effects are seen despite paradigmatic variations in terms of 
passive stimulus presentation vs. performance of a simple stimulus 
detection task (in the case of studies in humans), or even the use 
of anesthetics (in the case of studies in non-human primates). In 
part because of the large consistency in the observed effects, AS 
interactions represent a situation wherein one might reasonably 
hypothesize that early effects within low-level cortices are relatively 
automatic and unaffected by cognitive factors and have no direct 
bearing on subjects’ subsequent behavior (e.g., reaction time).

The present study sought to provide empirical evidence that 
would either support or refute this proposition. To this end, a subset 
of behavioral and EEG data from our previously published study 
(Murray et al., 2005b) were re-considered by using a median split 
according to reaction times to sort and average EEG trials into those 
leading to fast and slow reaction times. This was done separately 
for each unisensory (auditory and somatosensory) condition as 
well as for the multisensory condition. From such and for each 
participant, we calculated event-related potential (ERP) indices of 
non-linear interactions based on an additive model for both trials 
leading to fast and slow reaction times, separately. We reasoned 
that if AS multisensory integration was independent of behavior, 
then no differences would be observed between these indices. In the 
alternative, these indices should differ if non-linear neural response 
interactions impact subsequent behavior.

MATERIALS AND METHODS
PARTICIPANTS
The present analyses are based on the data from eight paid vol-
unteers, who partook in our previously published study (Murray 
et al., 2005b). Their mean age was 27.5 years, and they included 
three women. Seven of the eight participants were right-handed 
(Oldfi eld, 1971). All reported normal hearing and touch, and no 
one reported history of neurological or psychiatric illnesses. They 
all provided written, informed consent to the experimental pro-
cedures, which were approved by the institutional Review Board 
of The Nathan Kline Institute.

STIMULI AND TASK
Full details of the paradigm are reported elsewhere (Murray et al., 
2005b). We supply only the details pertinent to the present analyses. 
Participants’ arms were comfortably outstretched in front of them 
on armrests and were separated by ∼100° in azimuth. Each hand 
was located next to a loudspeaker (JBL, model no. CM42). Auditory 
stimuli were 30 ms white noise bursts (70 dB; 2.5 ms rise/fall time) 
delivered through a stereo receiver (Kenwood, model no. VR205). In 
their hands an Oticon bone conduction vibrator (Oticon-A 100 Ω, 
1.6 × 2.4 cm surfaces; Oticon Inc., Somerset, NJ, USA) was held 
between the thumb and index fi nger (and away from the knuckles 
to avoid bone conduction of sound). Somatosensory stimuli were 
driven by DC pulses (±5 V; ∼685 Hz square waves of 15 ms dura-
tion). To further prevent the somatosensory stimuli from being 
heard, the hands were either wrapped in sound-attenuating foam 
(N = 7) or earplugs (N = 1) were worn (though in the latter case 
sounds remained audible and localizable). Participants were pre-
sented with auditory, somatosensory, or synchronous AS stimuli. 
Each of eight stimulus confi gurations (i.e., four unisensory and 
four multisensory combinations) was randomly presented with 

equal frequency in blocks comprising 96 trials. Participants were 
instructed to make simple reaction time responses to detection of 
any stimulus through a pedal located under the right foot, while 
maintaining central fi xation. They were asked to emphasize speed, 
but to refrain from anticipating. The inter-stimulus interval varied 
randomly from 1.5 to 4 s.

EEG ACQUISITION AND PRE-PROCESSING
Continuous EEG was acquired at 500 Hz through a 128-channel 
Neuroscan Synamps system referenced to the nose (Neurosoft 
Inc.; inter-electrode distance ∼2.4 cm, 0.05–100 Hz band-pass 
 fi lter, impedances <5 kΩ) that included HEOG and VEOG record-
ings. Here, only data from the following three conditions were 
analyzed: auditory stimulation of the right loudspeaker, soma-
tosensory stimulation at the right hand, and AS multisensory 
stimulation of the right loudspeaker and right hand. Peri- stimulus 
EEG epochs (−100 ms pre-stimulus to 600 ms post-stimulus onset) 
from these conditions were fi rst sorted according to whether 
the RT on that trial was faster or slower than the participant’s 
median value for that condition. In addition to the application 
of an automated artifact criterion of ±80 µV, epochs with blinks, 
eye movements, or other sources of transient noise were rejected. 
Data from each epoch were also band-pass fi ltered (0.51–40 Hz) 
and baseline corrected using the entire peri-stimulus period to 
eliminate DC shifts. This procedure was used to generate ERPs 
for each experimental condition and subject. Summed ERPs from 
the unisensory auditory and somatosensory conditions were also 
generated in this manner1. Prior to group-averaging, data were 
recalculated to the average reference, down-sampled to a stand-
ard 111-channel electrode array (3D splin interpolation, Perrin 
et al., 1987), normalized by their mean global fi eld power across 
time, and baseline corrected using the −100 to 0 ms pre-stimulus 
interval2. In this way, eight ERPs were generated per participant 
(i.e., 4 stimulus conditions × 2 RT speeds). On average, 138 epochs 
(range 135–140) were included in the auditory, somatosensory, 
or multisensory ERP from a given participant. This value did not 
signifi cantly differ across experimental conditions (p > 0.11) or 
as a function of RT speed (p > 0.4). Moreover, trials producing 
fast and slow RTs were distributed evenly across the duration of 
the experiment (i.e., each set of fi ve blocks of trials). Repeated 
measures analysis of variance (ANOVA) using speed of RT and 
block of trials as within-subjects factors revealed no main effect or 
interaction (all p-values >0.44). This argues against an explanation 
of our results in terms of fatigue or procedural learning.

1Given that our prior research applying single-trial analysis methods identifi ed 
 supra-additive interactions (Gonzalez Andino et al., 2005), we considered it war-
ranted to fi rst perform a median-split of the unisensory responses and then to sum 
together auditory and somatosensory ERPs producing fast and slow RTs, separa-
tely. In this prior work, the response to multisensory stimuli was compared with 
the pooled data (i.e. union) from the corresponding unisensory conditions. Thus, 
 supra-additive effects do no appear to be the simple result of summing.
2We also assessed whether pre-stimulus differences could account for any of the 
hypothetical differences in brain responses associated with fast and slow RTs by analy-
zing the data without the application of the pre-stimulus baseline correction. No sta-
tistically reliable pre-stimulus effects were observed, though the post- stimulus effects 
were qualitatively similar to what we observed based on data that were pre-stimulus 
baseline-corrected. Thus, there was no indication that pre- stimulus responses (at least 
the 100 ms period before the stimulus) differed as a function of the ensuing RT.
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EEG ANALYSES
Because the focus of this study was on whether indices of non-
linear multisensory interactions vary as a function of RT speed, 
we compared ERPs to multisensory stimulus pairs with not only 
the ERPs to each unisensory condition, but also the summed ERPs 
to the constituent unisensory stimuli for trials leading to fast and 
slow RTs. This resulted in eight ERPs per participant, which we 
hereafter refer to as Pair_fast and Pair_slow for the multisensory 
conditions, Aud_fast and Aud_slow for the auditory conditions, 
Soma_fast and Soma_slow for the somatosensory conditions, 
and Sum_fast and Sum_slow for the summed responses from the 
constituent unisensory conditions. This generated a 2 (speed) × 
4 (condition) within-subjects design that was subjected to 
repeated measures ANOVA. The Greenhouse–Geisser correc-
tion was applied when sphericity was signifi cantly violated. Our 
analyses are based on the comparison of these ERPs examining 
global measures of the electric fi eld at the scalp. These so-called 
electrical neuroimaging analyses allow for the differentiation of 
effects following from modulations in the strength of responses 
of statistically indistinguishable brain generators from alterations 
in the confi guration of these generators (viz. the topography of 
the electric fi eld at the scalp). As these methods have been exten-
sively detailed elsewhere (Michel et al., 2004; Murray et al., 2004, 
2006, 2008; Pourtois et al., 2008), we provide only the essential 
details here.

Modulations in the topography of the electric fi eld at the scalp 
were assessed by submitting the collective post-stimulus peri-
ods of the ERPs from all conditions to a topographic pattern 
(i.e., map) analysis based on a hierarchical clustering algorithm 
(Murray et al., 2008; Spierer et al., 2007, 2008; Toepel et al., 2009). 
The neurophysiologic utility of this cluster analysis is that topo-
graphic changes indicate differences in the brain’s underlying 
active generators (Lehmann, 1987). This method is independent 
of the reference electrode and is insensitive to pure amplitude 
modulations across conditions (topographies of normalized maps 
are compared). The optimal number of maps (i.e., the minimal 
number of maps that accounts for the greatest variance of the 
dataset) was determined using a modifi ed Krzanowski–Lai crite-
rion (Murray et al., 2008). It is worth mentioning that this method 
imposes no assumption that template maps be orthogonal. The 
pattern of maps observed in the group-averaged data was statisti-
cally tested by comparing each of these maps with the moment-
by-moment scalp topography of an individual participant’s ERPs 
from each condition – a procedure that we here refer to as ‘fi tting’. 
For this fi tting procedure, each time point of each ERP from each 
participant was labeled according to the map with which it best 
correlated spatially (Murray et al., 2008). Because this analysis 
did not reveal any signifi cant modulations between conditions, 
we do not discuss them further here. Rather, this analysis served 
to identify time windows for analyses of global fi eld power (GFP) 
and for source estimations.

Modulations in the strength of the electric fi eld at the scalp 
were assessed using GFP (Lehmann and Skrandies, 1980) for each 
participant and stimulus condition. GFP is calculated as the square 
root of the mean of the squared value recorded at each electrode 
(vs. the average reference) and represents the spatial standard 
deviation of the electric fi eld at the scalp. It yields larger values for 

stronger electric fi elds. We would emphasize that analyses of GFP 
are  independent and orthogonal to those of topography, such that 
contemporaneous or asynchronous changes in the electric fi eld 
topography can co-occur. However, the observation of a GFP mod-
ulation in the absence of a topographic modulation would most 
parsimoniously be interpreted as the modulation of statistically 
indistinguishable generators across experimental conditions.

SOURCE ESTIMATIONS
We estimated the sources in the brain underlying the ERPs from 
each condition and RT speed using a distributed linear inverse 
solution applying the local autoregressive average (LAURA) regu-
larization approach (Grave de Peralta et al., 2001, 2004; also Michel 
et al., 2004 for a comparison of inverse solution methods). LAURA 
selects the source confi guration that better mimics the biophysi-
cal behavior of electric vector fi elds (i.e., activity at one point 
depends on the activity at neighboring points according to electro-
magnetic laws). In our study, homogenous regression coeffi cients 
in all directions and within the whole solution space were used. 
LAURA uses a realistic head model, and the solution space included 
4024 nodes, selected from a 6 mm × 6 mm × 6 mm grid equally 
distributed within the gray matter of the Montreal Neurological 
Institute’s average brain (courtesy of R. Grave de Peralta Menendez 
and S. Gonzalez Andino3). Source estimations were calculated over 
the time windows determined through the above topographic pat-
tern analysis. For a given time window, data were fi rst averaged as 
a function of time to generate a single data point for each subject 
and condition. This procedure increases the signal-to-noise ratio 
of single-subject data. Statistical analyses were then performed on 
the mean scalar values of the source estimations within identifi ed 
clusters using a 4 × 2 repeated measures ANOVA. For the present 
analyses, the spatial extent of the cluster was restricted to those 
solution points with responses of at least 60% that of the maximal 
value. Additionally, clusters were required to include a minimum of 
at least 15 contiguous solution points to minimize the likelihood of 
erroneous activity. For analyses we then selected that cluster with 
the largest spatial extent across conditions.

RESULTS
BEHAVIORAL RESULTS
On average, subjects detected 99.8 ± 0.4% of auditory right stim-
uli, 99.9 ± 1.3% of somatosensory right stimuli, and 99.7 ± 0.5% 
of multisensory right stimulus pairs. Detection rates did not dif-
fer signifi cantly between conditions. Mean RTs were faster for AS 
multisensory stimulus pairs than for either of the corresponding 
unisensory stimuli for both the faster and the slower halves of tri-
als (Figure 1A). A repeated measures ANOVA using experimental 
condition (AS, A, and S) and portion of the RT distribution (fast and 
slow) as within subject factors revealed signifi cant main effects of 
experimental condition [F

(2,6)
 = 89.09; p < 0.0001] as well as portion 

of the RT distribution [F
(1,7)

 = 55.93; p < 0.0001]; the latter of which 
was, of course, built-in to the analysis. The interaction between 
these factors showed a non-signifi cant trend [F

(2,6)
 = 4.81; p = 0.057]. 

Post hoc contrasts indicated that AS multisensory stimuli from both 
fast and slow portions of the distribution resulted in  signifi cantly 

3http://www.electrical-neuroimaging.ch/

http://www.electrical-neuroimaging.ch/
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faster RTs than either unisensory condition from the corresponding 
portion of the RT distribution (all p-values <0.002).

For each half of the RT distribution, separately, we assessed 
whether the redundant signals effect (RSE) could be fully explained 
by probability summation (also referred to as a race model account; 
Raab, 1962). To do this, we applied Miller’s (1982) inequality, 
which has been widely used as a benchmark of integrative proc-
esses contributing to RT facilitation (Cappe et al., 2008; Martuzzi 
et al., 2007; Molholm et al., 2002; Murray et al., 2001, 2005a; Romei 
et al., 2007; Schroger and Widmann, 1998; Tajadura-Jimenez et al., 
2008; Zampini et al., 2007). Briefl y, this procedure involved the fol-
lowing steps. Cumulative probability distributions were calculated 
that are fi rst normalized in terms of the percentile of the range of 
RTs for each participant across conditions (bin widths of 10% were 
used in the present study). The values predicted by the race model 
are then calculated for each bin (i.e., equal to the summed values 
from the unisensory conditions). Finally the actual probability of 
the multisensory condition is statistically compared with the mod-
eled values (2-tailed t-test). In those cases where the probability 
predicted by the model is exceeded, it can be concluded that the race 

model cannot account for the facilitation in the redundant signals 
condition, thus supporting a neural co-activation model.

The results of applying this inequality to the cumulative prob-
ability of RTs to each of multisensory stimulus and unisensory 
counterparts for the aligned right condition with fast and slow 
trials are presented in Figure 1B. For the slow trials, violation of 
the race model was observed for the 10th percentile (p = 0.04; 
2-tailed t-test). By contrast, for the fast trials, the race model was 
signifi cantly violated over the 10th to 60th percentiles of the RT 
distribution (p = 0.04, 0.004, 0.002, 0.004, 0.002, and 0.02, respec-
tively). These results thus suggest that neural response interactions 
need forcibly be invoked over a wide portion of trials producing 
faster RTs, but not for trials producing slower RTs. These behavioral 
analyses thus indicate that the likelihood of a fast RT with multi-
sensory trials exceeded the likelihood of obtaining a similarly fast 
RT with either unisensory condition. Thus, any facilitative neural 
response interactions occurring for these multisensory trials are 
unlikely to be the consequence of fast processing in one sensory 
modality and slow processing in the other. We return to this point 
below in the Discussion.

FIGURE 1 | Behavioral results. (A) Mean reaction times (SEM shown) for 
auditory–somatosensory multisensory pairs, auditory, and somatosensory 
stimuli (white, light gray, and dark gray bars, respectively). The left and right 
panels show data from trials producing faster and slower RTs, respectively. 
(B) Results of applying Miller’s (1982) race model inequality to the cumulative 

probability distributions of the reaction time data. The model is the arithmetic 
sum of the cumulative probabilities from auditory and somatosensory trials. The 
x-axis indicates the percentile of the reaction time distribution after median split 
of the data. As above, the left and right panels show data from trials producing 
faster and slower RTs, respectively.
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ELECTROPHYSIOLOGIC RESULTS
Visual inspection of the group-averaged ERPs across conditions 
at an exemplar left-lateralized central electrode site (C3 according 
to the 10–10 nomenclature; American Electroencephalographic 
Society, 1994) suggests that over the ∼40–80 ms post-stimulus 
period responses to multisensory stimuli were of higher amplitude 
than those to all other conditions when RTs were subsequently 
fast (see Figure 2). By contrast, no such modulation was evident 
upon inspection of responses from trials ultimately producing slow 
RTs. However, we would remind the reader that analyses of volt-
age waveforms are entirely dependent on the choice of the refer-
ence electrode(s), thereby severely limiting their neurophysiologic 
interpretability (detailed in Murray et al., 2008). Consequently, our 
analyses were based on reference-independent metrics.

The fi rst of these examined if and when the topography of 
the electric fi eld at the scalp differed across conditions and/or 
between trials leading to fast vs. slow RTs. Such effects would 
be indicative of changes in the confi guration of the underlying 
intracranial generators – i.e., differences in the active brain net-
work. This was assessed with a topographic pattern analysis (see 
Section ‘Materials and Methods’ for details). However, there was 
no evidence of topographic variation across conditions during 
the initial 200 ms post-stimulus onset, in keeping with our prior 
fi ndings (Murray et al., 2005b). Nonetheless, this analysis does 
provide information regarding time periods of stable electric 
fi eld topography as a function of time – i.e., ERP components. In 
particular, stable topographies were observed across conditions 
over the 40–84 and 86–128 ms post-stimulus intervals, which will 
be used below for defi ning the time windows for analyses of GFP 
area and for source estimations.

The second reference-independent measure examined if and 
when the strength of the electric fi eld differed across conditions 
and/or between trials leading to fast vs. slow RTs. Such also provides 
a means of identifying non-linear interactions (either supra- or 
sub-additive) between multisensory pairs and summed unisensory 
conditions. Group-averaged GFP waveforms are shown separately 
for trials producing fast and slow RTs (Figure 3A). For trials pro-
ducing fast RTs, responses to multisensory pairs appeared to be 

stronger than all other conditions over the 40–84 ms period (see 
hashed box in Figure 3A). Such was not evident in the case of 
trials producing slow RTs. To quantify and statistically assess this 
observation, GFP area measures were submitted to a repeated meas-
ures ANOVA. Over the 40–84 ms post-stimulus interval there were 
main effects of condition [F

(3,21)
 = 7.280; p = 0.002] and of RT speed 

[F
(1,7)

 = 11.581; p = 0.011]. The interaction between these factors 
was not reliable (p = 0.477). Given the main effect of RT speed, 
additional focused ANOVAs were separately performed for trials 
producing fast and slow RTs. In the case of trials producing fast RTs, 
there was a main effect of condition [F

(3,21)
 = 11.169; p < 0.001]. Post 

hoc paired contrasts indicated that this was due to a stronger GFP in 
response multisensory pairs than any other condition (all t-values 
>2.440 and p-values <0.05; see Figure 3B). Likewise, the GFP area 
from none of the other conditions signifi cantly differed from each 
other (all p-values >0.15). In the case of trials producing slow RTs, 
there was no evidence of a statistically reliable difference across con-
ditions for trials producing slow RTs [F

(3,21)
 = 1.916; p > 0.15]. This 

pattern of results for responses over the 40–84 ms post-stimulus 
interval suggests that modulations across conditions are evident 
only for trials producing fast RTs and that these trials furthermore 
result in supra-additive non-linear interactions between multisen-
sory and summed unisensory responses. It is also worthwhile to 
mention that there was no evidence for robust differences over 
this time period between multisensory trials producing fast and 
slow RTs (p > 0.35). The non-linear interactions observed for trials 
producing fast RTs would instead appear to follow from modulated 
responses to unisensory conditions, rather than specifi cally from 
enhanced responses to multisensory stimuli.

Analyses of GFP measures over the 86–128 ms post- stimulus 
interval (Figure 3C) revealed a main effect of condition 
[F

(3,21)
 = 11.725; p = 0.005]. Neither the main effect of RT speed 

nor the interaction between these factors were statistically reliable 
(p-values >0.40). Consequently, we collapsed the data across RT 
speeds and conducted post hoc paired contrasts accordingly. These 
comparisons revealed that GFP area was stronger for multisensory 
pairs than either the unisensory summed responses [t

(7)
 = 6.522; 

p < 0.001] or the somatosensory responses [t
(7)

 = 3.178; p = 0.016]. 

FIGURE 2 | Group-averaged voltage waveforms. Data are displayed at an exemplar left-lateralized central electrode site (C3) from each condition. Separate graphs 
depict ERPs from trials producing fast and slow RTs. Non-linear neural response interactions appear to start over the ∼40–80 ms post-stimulus onset for trials leading 
to fast but not to slow RTs.
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There was no statistically reliable difference between multisensory 
and auditory responses (p > 0.168). This pattern of results would 
thus indicate there to be a general supra-additive interaction irre-
spective of later RT speed.

Results to this point would indicate that supra-additive non-
linear interactions occur earlier when RTs were ultimately faster 
with no evidence of subsequent effects varying with RT speed. We 
therefore next sought to estimate those brain regions likely contrib-
uting to this earlier effect. Source estimations were performed over 
the 40–84 ms interval; the results of which are shown in Figure 4 for 

each condition and RT speed. In all cases, sources were identifi ed 
within the posterior superior temporal cortex of the left hemisphere 
(Brodmann’s Areas 22 and 42). A cluster of 25 contiguous nodes was 
identifi ed based on the multisensory responses. The mean scalar 
values across these nodes were then submitted to a 4 condition × 
2 RT speed within-subjects ANOVA (bar graph in Figure 4). There 
was a main effect of RT speed [F

(1,7)
 = 8.593; p = 0.022]. Neither the 

main effect of condition nor the interaction were statistically reli-
able (p-values >0.19). Separate analyses were therefore conducted 
for each RT speed using a repeated measures ANOVA with the 

FIGURE 3 | Global fi eld power (GFP) waveforms and analyses. (A) group-averaged GFP waveforms are displayed for each condition and are also separated 
according to later RT speed. The dotted insets indicate the 40–84 ms post-stimulus interval over which area measures were calculated. (B) Mean (SEM shown) 
GFP area measurements over the 40–84 ms post-stimulus interval. (C) Mean (SEM shown) GFP area measurements over the 86–128 ms post-stimulus 
interval.
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within subject factor of condition. For trials producing fast RTs 
there was a main effect of condition [F

(3,21)
 = 3.599; p = 0.031] that 

was due to stronger source strength for multisensory responses. For 
trials producing slow RTs there was no statistically reliable main 
effect of condition [F

(3,21)
 = 0.116; p = 0.949]. This pattern of results 

is highly consistent with that observed for the above analysis of GFP 
area over the same time period. As above, no reliable differences 
were observed between mean scalar values from multisensory trials 
producing fast and slow RTs (p > 0.45). Instead, the main effect of 
condition for trials producing fast RTs follows from weaker sources 
to unisensory conditions.

DISCUSSION
This study investigated whether early AS neural response interac-
tions impact subsequent behavior during a simple detection task. 
Previous observations of such neural response interactions in non-
human primates and humans have consistently pointed to effects 
both early in time (i.e., within the initial 100 ms post-stimulus onset) 
and/or within primary auditory and caudal belt regions, despite 
wide variation in both the recording methods (i.e., microelectrodes, 
EEG, fMRI) and the circumstances (i.e., anesthetized preparation, 
passive stimulus presentation, simple detection task) under which 
non-linear effects were elicited. Those studies examining the tem-
poral dynamics of interactive effects have hitherto employed passive 
paradigms, making impossible the ability of (directly) associating 
neurophysiologic and behavioral effects. Our behavioral and elec-
trophysiologic results provide evidence that early-latency low-level 
AS interactions vary according to the later speed of RTs.

Our behavioral results indicate that only trials producing faster 
RTs required the invocation of neural response interactions. That 
is, only these trials led to a facilitation of RTs in excess of pre-
dictions based on simple probability summation. On the other 
hand, trials producing slower RTs exhibited no such violation even 
though a signifi cant facilitation of mean RTs was observed with 
respect to either unisensory condition. These behavioral results 
replicate what was already highlighted by Miller in his seminal 
work (Miller, 1982); namely that analyses targeted at identifying 
integrative phenomena should incorporate information about the 
distribution of RTs. More germane, this pattern of results provides 
one level of support for a difference in the underlying brain mecha-
nisms at work prior to faster vs. slower RTs, though we would 
emphasize that neural response interactions can be observed even 
when the probability summation assumption is not violated (see 
Figure 3C; also Murray et al., 2001).

At an electrophysiologic level, supra-additive non-linear neural 
response interactions between multisensory stimulus pairs and 
summed unisensory responses were evident vis-à-vis strength 
modulations of statistically indistinguishable brain generators 
during two successive time periods. Two features are worth men-
tioning. The fi rst is that our analyses provide no evidence that 
trials producing faster vs. slower RTs engage distinct networks 
of brain regions. Rather, effects were limited to modulations in 
the strength of statistically indistinguishable brain networks over 
similar time periods. This is consistent with our prior fi ndings 
applying topographic analyses with the data collapsed across RT 
speeds (Murray et al., 2005b) and suggests that non-linear mul-
tisensory effects are occurring within areas already active under 
unisensory conditions. The second is that only trials producing 
faster RTs displayed non-linear effects over the earlier period 
(40–84 ms), whereas both types of trials (i.e., those producing 
faster or slower RTs) exhibited non-linear effects over the later 
period (86–128 ms). In other words, supra-additive interactions 
over the 40–84 ms period appear to be linked to faster performance 
of a simple detection task. Moreover, source estimations localized 
these non-linear effects to the posterior superior temporal cor-
tex extending into the posterior insula. Statistical analyses of our 
source estimations furthermore indicated that non-linear effects 
in these regions over the 40–84 ms period were limited to tri-
als producing faster RTs, though all conditions elicited reliable 

FIGURE 4 | Source estimations and statistical contrasts. The upper panels 
depict the mean source estimations over the 40–84 ms post-stimulus interval 
for each condition and subsequent RT speed at the sagittal slice of maximal 
amplitude (x = −53 mm using the Talairach and Tournoux (1988) coordinate 
system). The lower panels depict the mean (SEM shown) scalar values across 
nodes within the superior temporal cluster identifi ed across conditions.
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cortices may serve to reset the phase of ongoing oscillatory activ-
ity that in turn modulates the responsiveness to auditory stimuli 
across the cortical layers (Lakatos et al., 2007). As a consequence, the 
phase of the reset oscillations was predictive of whether the audi-
tory (and by extension multisensory) response was enhanced or 
suppressed. While this model is undoubtedly provocative, it is not 
straightforward how one might extrapolate it to the present study. 
For one, their maximal enhancement effects were observed when 
the auditory and somatosensory stimuli were synchronous, which 
was always the case here. Second, their measurements (which have 
much higher spatial precision than ours) were limited to primary 
auditory cortices, thus leaving unresolved the kinds of mechanisms 
at work in other brain regions, e.g., caudio-medial fi elds, known to 
contribute to AS interactions. Such notwithstanding, in the case of 
the present study, trials producing fast RTs may be those where 
ongoing oscillations (in primary auditory cortex or elsewhere) are 
reset such that their phase is optimal for response enhancement. 
Substantiating this speculation will require additional experimenta-
tion. However, related evidence from humans already supports a 
role for oscillatory activity in the beta frequency range (13–30 Hz) 
as contributing to subsequent RT speed (Senkowski et al., 2006; see 
also Senkowski et al., 2008 for review). Specifi cally, they observed a 
negative correlation between the power of early (50–170 ms) 
evoked beta oscillations and RT speed collapsed across unisen-
sory  auditory/visual and multisensory conditions. That is, increased 
power was linked with faster RTs. In the present study, there was no 
evidence for signifi cant correlations between GFP and RT, though 
this may be infl uenced by our relatively small sample size. A related 
possibility concerns the impact of pre-stimulus brain activity on 
subsequent stimulus-related responses. For example, Romei and 
colleagues have shown that pre-stimulus oscillations in the alpha 
frequency range (8–14 Hz) are indicative of the excitability of visual 
cortices (Romei et al., 2008b) and can be used as a predictor of vis-
ual perception (Romei et al., 2008a). No pre-stimulus effects were 
observed in the present analyses, even when pre-stimulus baseline 
correction was not performed. However, we cannot entirely exclude 
the possibility of pre-stimulus effects that are not phase-locked to 
stimulus onset. It may be possible to resolve the contributions of 
specifi c frequencies within specifi c brain regions to multisensory 
interactions and behavior by combining single-trial time-frequency 
analyses that are performed subsequent to source estimations (e.g., 
Gonzalez Andino et al., 2005).

In addition to the non-linear effects, it was also the case that 
responses to unisensory conditions were signifi cantly weaker (both 
in terms of GFP and mean scalar values of estimated sources) 
than that to multisensory stimulation when RTs were fast, but not 
when RTs were slow. At present, there is no immediate explanation 
for this pattern of results. One speculative possibility is that RTs 
are fast when a response threshold is more readily met. If this is 
the case, responses to unisensory conditions would be expected 
to be weaker when preceding fast RTs. A related type of process 
is often invoked to account for stimulus repetition effects where 
stimulus repetition often leads to suppressed neural responses as 
well as facilitated RTs (e.g. Grill-Spector et al., 2006). One model 
to account for such, colloquially referred to as a ‘fatigue’ model, 
proposes that there is a proportionally equivalent reduction in 
neural response across initial and repeated presentation without 

non-zero responses (see bar graphs in Figure 4). Regions of the 
posterior superior temporal cortex have been repeatedly docu-
mented as subserving AS non- linear interactions in prior hemody-
namic imaging studies (humans: Foxe et al., 2002 and non-human 
primates: Kayser et al., 2005) and intracranial electrophysiologic 
studies (Lakatos et al., 2007; see also Fu et al., 2003; Schroeder 
and Foxe, 2002; Schroeder et al., 2001 for evidence of multisen-
sory convergence). For example, caudio-medial belt regions of 
the auditory cortex and even primary auditory cortex have been 
demonstrated in non-human primates to exhibit AS convergence 
(Kayser et al., 2005; Lakatos et al., 2007; Schroeder et al., 2001). 
Additional anatomic data suggest that such effects could follow 
from either or both cortico-cortical or cortico-thalamo-cortical 
pathways (Cappe and Barone, 2005; Cappe et al., 2009: Hackett 
et al., 2007a,b; Smiley et al., 2007). While most data in humans also 
emphasize effects within caudio-medial auditory cortices (Foxe 
et al., 2002), additional data also highlight the role of the superior 
temporal sulcus (Beauchamp et al., 2008). The source estimations 
of the present study would suggest that effects can extend through-
out these regions contiguously, though the spatial precision of 
source estimations is currently inferior to that of fMRI. Future 
intracranial studies in humans will undoubtedly help resolve the 
specifi c contributions of each of these regions to AS interactions 
and perhaps also address unresolved mechanistic issues, including 
(but not limited to) the likely involvement of sub-threshold and 
sub-additive interactions (e.g., Meredith et al., 2006).

Several potential mechanisms could be proposed to account for 
this pattern of results. For example, it might be proposed that the 
present variations in multisensory interactions simply follow from 
variations in participants’ level of attention such that fast trials 
were the result of high levels of attention and vice versa. Indeed, 
prior work has shown how spatial attention (Talsma and Woldorff, 
2005) and selective attention (Talsma et al., 2007) can modulate 
 auditory–visual multisensory integration. In these studies, atten-
tion resulted in larger and/or supra-additive effects within the initial 
200 ms post-stimulus presentation. In the present study, however, 
subjects were instructed to attend to both sensory modalities (i.e., 
audition and touch) and were instructed to ignore spatial variation 
in the stimuli (i.e., they performed a simple detection task irrespec-
tive of the spatial position of the stimuli). It is therefore unlikely that 
our participants were modulating their spatial or selective atten-
tion in a systematic manner here, though we cannot unequivocally 
rule such out. Nonetheless, that our behavioral results show a RSE 
would not be predicted if the participants had selectively attended 
(systematically) to one or the other sensory modality. In terms of 
spatial attention, all eight stimulus conditions (i.e., four unisen-
sory and four multisensory; see Murray et al., 2005b for details) 
were equally probable within a block of trials and the fact that all 
spatial combinations resulted in multisensory facilitation of RTs 
would suggest that participants indeed attended to both left and 
right hemispaces simultaneously. Finally, examination of the dis-
tribution of trials producing fast and slow RTs showed there to be 
an even distribution throughout the duration of the experiment. 
This would argue against a systematic effect of attention, arousal, 
or fatigue.

Another possibility is based on the recent observation that soma-
tosensory inputs into supragranular layers of primary auditory 
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any concomitant  modulation in their pattern or temporal profi le. 
Rather all neurons responsive to a given stimulus, including those 
most selective, exhibit repetition suppression. Another model, 
colloquially referred to as a ‘sharpening’ model (e.g. Desimone, 
1996), proposes that repetition leads to a reduction in the number 
of neurons responsive to a stimulus, with effects predominantly 
impacting those neurons least selective for a given stimulus. Finally, 
facilitation models propose there to be a latency shift in response 
profi les following repeated exposure. The extent to which any of 
these varieties of models can account for the present observa-
tions awaits continued investigation. Such notwithstanding, our 
data indicate how subsequent RT can impact both the occurrence 
of non-linear interactions as well as the strength of responses to 
unisensory conditions.

A fi nal additional consideration is the possibility that (partially) 
distinct anatomic pathways are involved in trials producing fast 
and slow RTs. Although the present analyses provide no statistical 
evidence for topographic differences across conditions (instead 
only strength modulations), we cannot exclude the possibility of 

un-detected effects. For example, recent research has shown that 
the thalamus could, in principle, also play an important role in 
multisensory and motor integration. For example, the medial 
pulvinar receives projections from somatosensory and auditory 
areas and projects to premotor cortex (Cappe et al., 2007, 2009). 
Whether such pathways are implicated in the present effects will 
require additional investigations likely involving microelectrode 
recordings.

Irrespective of the mechanisms ultimately identifi ed as mediat-
ing the variation in multisensory integration and subsequent RT 
speed, the present results add to the growing body of evidence 
highlighting the behavioral relevance of early and low-level mul-
tisensory phenomena.
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